
 

 Pervasive Prying?  Trust, Privacy and 
Identity Issues for Ubiquitous Computing 
Abstract 
Developments in ubiquitous and pervasive computing herald a future in which 
computation is embedded into our daily lives. Such a vision raises important 
questions about the circumstances under which we would trust such systems, the 
means by which we might achieve and maintain privacy and manage online 
identities.  To begin to address such issues, we have recently conducted a wide 
reaching study eliciting trust, privacy and identity concerns about pervasive 
computing. Over three hundred UK citizens participated in 38 focus groups.  Each 
group was shown four Videotaped Activity Scenarios [22] depicting pervasive or 
ubiquitous computing applications in four contexts: health, finance, commerce and 
e-voting.  The resultant data was coded in terms of stakeholder, user and system 
issues.  The data is discussed here from the stakeholder perspective – specifically in 
terms of concerns about trust, privacy and identity. 
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1 Introduction 
 
Ubiquitous computing (ubicomp) refers to the convergence of communication 
technologies, computing devices, and interfaces that adapt to the needs and preferences 
of the user. It evokes a near future in which humans will be surrounded by ‘always-on’, 
unobtrusive, interconnected intelligent objects few of which will bear any resemblance 
to the computing devices of today.   
 
One of the key issues for ubicomp research concerns just how much information an 
individual is prepared to reveal about him or herself at any one time.  We commonly 
carry devices (mobile phones, personal digital assistants) that exchange personal 
information with other devices – often without our explicit knowledge.  Ubiquitous 
computing depicts a future in which devices embedded in the environment and 
potentially in the body will use software agents to communicate seamlessly about any 
number of different things: our present state of health, our preferences for what to eat, 
our schedule, our credentials, our immediate destination, our need for a taxi to get us 
there in 10 minutes.  Questions naturally arise: Do people want information to be shared 
in this way?  What are the social and psychological consequences? How will people 
manage the process, given the vast quantity of information exchanged?   
 
Development in technology has never had the explicit goal of altering civilisation [2]. 
The ubicomp vision is to fully computerise society, therefore we must question whether 
ubiquitous technology will change the way humans interact socially. Friedewald et al 
[10] question whether ubicomp systems will fulfil most of the promises made by 
researchers or whether the vision is just an illusion? Living in a ubiquitous society 
suggests effortless communication, our needs, wants and desires met. The exchange of 
information has vast social implications and might not decrease but actually increase the 
complexity of life. 

 
Ubiquitous systems hold the danger of increasing social pressure and the digital divide 
[10]. Ubicomp has the potential to create an invisible and comprehensive network 



 
monitoring our private and public life [2]. There is a chance people will become 
monitored and penalised by stakeholders for not adopting and using such systems. For 
example, insurance companies only insuring a person if they have a health monitoring 
system. What will motivate people to use such systems if there is a chance of 
exploitation? 
 
 
The ubicomp vision involves multiple stakeholders, delivering services in a timely, 
convenient and appropriate fashion. However, people already have concerns over 
personal data storage, exchange, mining and unauthorized access by third parties [24]. 
The aim of this study is to develop a better understanding of such concerns.  Specifically 
we are interested in knowing more about the kinds of stakeholders or agents that will be 
trusted within the ubiquitous computing network, about the privacy preferences that 
might be acceptable and the disclosure permissions that might control the passage of 
personal information and finally, about how different levels of disclosure might be 
associated with the maintenance and communication of electronic identities.  In short, 
we are interested in knowing more about user requirements for privacy, trust and 
identity management in a ubiquitous computing world. 
 
1.1 Privacy 
 
Privacy is a multi-dimensional construct encompassing physical and social judgments 
[28]. Two types of privacy – physical and informational privacy – are particularly 
relevant to ubicomp research.   Physical privacy in the anywhere, anytime, ubiquitous 
society is a critical issue. Individuals will have access to information in a huge variety of 
environments – often while interacting with friends, family or work colleagues.  The act 
of receiving personal information in the presence of others can be a highly stressful 
event, often resulting in feelings of anxiety and intimidation [23].   Research has shown 
how concerns about privacy and personal space have a direct affect on attitude and 
intention to use public technologies [21]. 
 
 
Informational privacy is also a crucial issue for the E-Society.  Internet users have major 
concerns about the threat to their privacy [8] and many are very anxious about the 
information they provide online [14].  Privacy preferences vary considerably between 
users and so various architectures have been suggested that allow personalized settings 
[18]. A few architectures and models have been proposed for understanding privacy 
issues with regard to ubicomp systems e.g.  Privacy Risk Model [17], Five Pitfalls for 
Designers [20]. Other researchers have discussed the need to understand privacy and 
consider issues in ubicomp systems related to feedback and control [1], Fair Information 
Practise [19], negotiation of boundaries [27].  

 
When interacting with technology privacy protection and disclosure of information is a 
two-way process. From the technological view point, e.g. use of the Internet, the Fair 
Information Practice-FIP [11] suggest companies should give users: notice, choice, 
access and security. Notice refers to the right of the individual to know what information 
is being collected and how it will be used. Choice means individuals have the right to 
object when personal information is collected for another purpose than the one described 
or shared with third parties. Access refers to the individual’s right to see the information 
and correct errors. Security means companies will honour and ensure data integrity and 
that data is secure from unauthorised access during both transmission and storage. 
Practices such as FIP are needed to mediate privacy, empower the individual, increase 
the users control and create assurance. These policies also reduce data-gathering, data-
exchanging and data-mining and therefore are important in an ambient society. 
However, these architectures or models tend to focus on the design of the system and 
often ignore the transference of responsibility to the individual [31].  
 



In such a complex information environment, how do users set the rules regarding when 
to relax permission preferences and when to tighten them? How will users know their 
personal information is transmitted and stored securely?  To a certain extent this 
emerges as a judgment of trust. 
 
1.2 Trust  
 
Trust and privacy are inter-related constructs – the more we trust, the more information 
we are prepared to reveal about ourselves [4, 31]. For many ordinary users, the simple 
act of posting an opinion on a discussion board, filling in an online form or making an e-
commerce purchase is an act enabled by trust [7, 13]. This shouldn’t be surprising, since 
social commentators recognise that trust is essential for society [3, 12], however an 
interesting picture is emerging about the ways in which individuals make trust 
judgments in technology-mediated interactions.  In rapid, short-term exchanges over the 
Internet, for example, trust is secured on the basis of some emotional reaction to the 
look and feel of a site [9, 30]. True, more protracted engagement is dependent upon 
issues such as perceived credibility and familiarity with the vendor – but trust judgments 
are not always made on a rational basis.  This raises interesting questions regarding 
permission setting within an ubiquitous context – regarding the extent to which 
individuals should be allowed to make day to day decisions about who or what to trust 
on an ad hoc basis, or should employ agent technologies that represent their personal 
trust and privacy preferences and communicate these to other agents [26]. In order to 
address these issues we need to improve the user’s understanding about the mechanics 
of trust in mediated interactions, i.e. do they have enough knowledge to be in control, 
and if not, how can informed control be achieved? 
 
1.3 Identity management 
 
One inevitable aspect of ubiquitous information exchange is that devices will be 
empowered to communicate personal identifiable information to other devices – but the 
whole constructs of identity and disclosure are complex [15, 29].  Any individual holds 
multiple identities and in face-to-face communication chooses to engage the identity 
most appropriate for that particular context.  The same process holds true of an 
individual interacting with technology – although we should note here that people can 
quickly become uncomfortable when asked to provide identity details online [e.g. 8].  
 
Joinson [15] found three times as much self-disclosure in computer-mediated 
communication dyads compared to face-to-face pairs. However, later work [16] suggests 
that this effect is reduced when people's anonymity is compromised through 
personalization technologies, particularly when a powerful audience may be viewing the 
disclosed material. This implies that people may well be faced with a form of 
generalised anxiety if and when identity detection becomes automatic.  How can they be 
sure that their identity information is screened appropriately, so that the right 
information is offered at the right time?   
 
2 Method 
 
The first requirement of the project was to find a means to communicate the concept of 
Ubiquitous computing to the ordinary citizen.  There are many potential visions of the 
future and so we engaged with a number of key stakeholders in order to generate 
specific scenarios capable   of communicating something about agent technologies and 
the trust, privacy and identity issues they evoke. The stakeholders included relevant user 
groups, researchers, developers, businesses and government departments with an interest 
in ubiquitous computing development. Four scenarios were developed, related to health, 
e-voting, shopping and finance that included facts about the device, context of use, type 
of service and category of information transmitted.  



 
 
2.1 Development of Videotaped Scenarios 
 
The elicited scenarios were then used to create four Videotaped Activity Scenarios 
(VASc). The VASc method is an exciting new tool for generating richly detailed and 
tightly focussed group discussion and has been shown to be very effective in the 
elicitation of social rules [22]. VASc are developed from either in-depth interviews or 
scenarios, these are then acted out in context and videotaped. The VASc method allows 
individuals to discuss their own experiences, express their beliefs and expectations. For 
this research a media production company based in the UK was employed to recruit 
actors and videotape all scenarios. The production was overseen by both the producer 
and the research team to ensure correct interpretation. British Sign Language (BSL) and 
subtitles were also added to a master copy of the VASc’s for use in groups where 
participants had various visual or auditory impairments.  All scenarios were 
approximately three minutes in length. As an illustration, the health scenario is 
described below. 
 
Health Scenario: Bob is in his office talking on his personal digital assistant (PDA) to 
a council planning officer with regard to an important application deadline. Built into 
his PDA are several personalised agents that pass information seamlessly to respective 
recipients. A calendar agent records and alerts Bob of deadlines, meetings, lunch 
appointments and important dates. As Bob is epileptic his health agent monitors his 
health and can alert people if he needs help. An emergency management agent takes 
control in situations when a host of different information is needed; this agent has the 
most permissions and can contact anyone in Bob’s contact list.  
Bob is going to meet his friend Jim for lunch when he trips over a loose paving slab. He 
falls to the ground and looses consciousness. His health agent senses something is 
wrong and beeps, if Bob does not respond by pressing the appropriate key on the PDA 
the agent immediately informs the emergency services. Within seconds the emergency 
services are informed of Bob’s current situation and his medical history. An ambulance 
is on its way. Paramedics arrive, examine Bob and then inform the hospital of Bob’s 
condition on their emergency device. The hospital staff are now aware of Bob’s medical 
history and his present state, therefore on arrival he is taken straight to the x-ray 
department. A doctor receives the x-rays on her PDA. After examining Bob she confirms 
that he has a broken ankle, slight concussion and needs to stay in hospital overnight. 
After receiving treatment Bob is taken to a ward. His emergency management agent 
contacts John (Bob’s boss) about his circumstance. The emergency management agent 
transfers the planning application files to John’s PDA so the company does not miss the 
deadline. The agent also informs Bob’s parents letting them know his current state of 
health, exactly where he is so they can visit and that his dog needs to be taken care of. 
As Bob is also head coach at a local running club the agent informs the secretary Bob 
will not be attending training the following week. The secretary only receives minimal 
information through the permissions Bob has set.   
 
2.2.Participants 
 
The VASc's were shown to 38 focus groups, the number of participants in each group 
ranged from four to twelve people. The total number of participants was 304 and they 
received £10 each for attending a session. Participants were drawn from all sectors of 
society in the Newcastle upon Tyne area of the UK, including representative groups 
from the elderly, the disabled and from different ethnic sectors. Prior to attending one of 
the group sessions participants were informed about the aims and objectives of the 
study. Demographic characteristics of all participants were recorded related to: age, 
gender, disability (if any), level of educational achievement, ethnicity, and technical 
stance. A decision was made to allocate participants to groups based on: age, gender, 
level of education and technical stance as this was seen as the best way possible for 



participants to feel at ease and increase discussions. As this study was related to future 
technology it was considered important to classify participants as either technical or 
non-technical. This was used to investigate any differences that might occur due to 
existing knowledge of technological systems. Therefore participants were allocated to 
groups initially by technical classification i.e. technical/non-technical, followed by 
gender, then level of educational achievement (high = university education or above 
versus low = college education or below), and finally age (young, middle, old). Overall 
this categorization process culminated in 24 main groups. Due to poor attendance at 
some group sessions additional sessions were held at a later date. Although several 
participants with physical disabilities attended the main group sessions two group 
sessions for people with visual and auditory impairments were carried out at the 
Disability Forum in Newcastle upon Tyne. The forum was considered to have easier 
access and dedicated facilities for people with such disabilities. 
 
2.3. Technical Classification 
 
To classify participants into technical or non-technical six questions based on a 
categorization process by Maguire [25] were used. Participants answer the questions 
using a yes/no response. Responding yes to questions 1, 3, 5 and 6, no to questions 2 
and 4 would give a high technical score of 6. If the opposite occurred this would give a 
low technical score of 0. Participants in this study who scored 0-3 where classified as 
non-technical while participants who scored 4-5 as technical.  The questions were: 
 
1) If your personal devices e.g. mobile telephone or computer were taken away from you 
tomorrow, would it bother you? 
2)   Do you think that we rely too much on technology? 
3) Do you enjoy exploring the possibilities of new technology?   
4) Do you think technologies create more problems than they solve?  
5)  Is Internet access important to you?   
6)  Do you like to use innovative technology as opposed to tried and tested technology? 
 
Procedure 
On recruitment all participants received an information sheet that explained the study 
and the concept of ubiquitous technologies. Participants were invited to attend 
Northumbria University, UK to take part in a group session. The groups were ran at 
various times and days over a three-month period. Participants were told they would be 
asked to watch four short videotaped scenarios showing people using ubiquitous 
systems and contribute to informal discussions on privacy and trust permissions for this 
type of technology. They were told all of the other participants in their particular group 
would be of approximately the same age and gender and informed the discussion groups 
would be recorded for further analysis. Participants were not informed about the 
technical/non-technical or the level of educational achievement classification that was 
used. An informal interview guide was used to help the moderator if the discussion 
deviated from the proposed topic.   
 
At the beginning of each group session the moderator gave an explanation and 
description of ubiquitous technologies. After the initial introduction the first videotaped 
scenario was shown. Immediately after this each group was asked if they thought there 
were any issues or problems they could envisage if they were using that system. The 
same procedure was used for the other three-videotaped scenarios. The scenarios were 
viewed by all groups in the same order: e-voting, shopping, health and finance. This was 
to maintain the same experience for all groups and make the transcriptions easier to 
document. Once all the videos had been viewed an overall discussion took place related 
to any advantage/disadvantages, issues or problems participants considered relevant to 
information exchange in an ambient society. Participant’s attitudes in general towards 
ubiquitous systems were also noted. The duration of the sessions was approximately 
ninety minutes.  



 
 
3 Analysis 
All group discussions were transcribed then read; a sentence-by-sentence analysis was 
employed using the Atlas.ti™ qualitative software programme. Two members of the 
research team coded and compared the data for consistency, good inter-rater reliability 
was found. The data was open coded using qualitative techniques and several categories 
were identified. The data was then grouped into categories using sentences and phrases 
from the transcripts. Categories were then grouped into the different concepts, some of 
the main concepts were found to be multidimensional and interrelated e.g. trust and 
privacy.  
A number of network views were derived from the analysis, relating issues surrounding 
the stakeholder, the user and the device.  In this paper we unpack the trust, privacy and 
disclosure issues surrounding the stakeholder. 
 
3.1 Trust 

 
Participants expressed concerns about whether the stakeholders or their agents could be 
trusted to control and contain the exchange of information. The ability of individuals to 
interrogate the system or influence the release of personal data was a key issue.  Trust 
was positively associated with the constructs of credibility, predictability, 
personalisation,  
 
Stakeholder credibility 
Credibility in a ubicomp world is underpinned by concepts such as loyalty and 
reputation, but undermined by fears of monopolization.  For example, banks were seen 
as credible institutions with good reputations in terms of privacy and security, but were 
also seen as powerful institutions capable of changing the rules of the game. 
 
‘Banks have been established for years and people have always trusted them more.  … 
but if banks changed to become more impersonal with more technology that view would 
probably change’. 
 
Stakeholder motivation was perceived as a key component of trust in the system, given 
that stakeholders were capable of monitoring goods and people. Participants raised 
concerns over stakeholders using ubiquitous systems to pressure people in buying 
goods, creating user profiles and monitoring people’s behaviour: 
 
‘it will bind you into the supermarkets even more than we are bound in now.  The fact 
that all your details are registered with someone … as supermarkets become more 
powerful and then they have got a monopoly, the choice will be less rather than more.  
So you are sucked into one supermarket and then they have got you.’ 

 
Participants also queried the credibility of ‘agent’ systems as they felt agents would be 
inextricably linked to different stakeholders, each with differing credibility.  For 
example, if an agent was used to find information out about a personal loan, would they 
only return information from credible companies?  The issue of trust transfer (from a 
trusted to an unknown third party) was seen as threatening. 
 
‘I don’t like the feeling that the avatar knows everything about me.  It’s as though I 
can’t differentiate between who is who.’ 
 
Flexibility 
Participants queried the extent to which systems could be trusted to faithfully reflect 
unpredictable day-to-day changes in human behaviour.  In other words, participants felt 
that the human capacity for capriciousness should be honoured, but worried that it may 
be threatened by rigid computational systems.  Participants commented that we act and 
react in different ways depending upon with whom we are interacting, when and where.  



Setting up privacy profiles and permissions may become too time-consuming, reducing 
the utility of such systems.   
 
‘The kind of ordered, regular lifestyle that you’d have to live for it.  I don’t know what 
I’m going to be doing next week.  I really don’t.’ 
 
‘I mean if you know in your own mind what to program into this agent your average day 
you still haven’t had anything taken into consideration about your non-average day, 
anything could happen out of the blue and the machine will be all to pot because it 
doesn’t fit with what you’ve programmed into it’. 
 
 
 
Personalisation 
Participants recognised that a personalised system would be useful to them and more 
reflective of their needs, often discussing these issues in terms of the kinds of personal 
services they used to receive before the advent of computer-based services: 
 
‘I’ve been with the same bank… for forty odd years … I don’t think people have the 
sense of loyalty to organisations that they used to have, because the attitudes of the 
banks themselves has changed.  I mentioned the fact that the bank manager knew you 
and you knew him, usually a him, but that has all changed so they’re a little more 
impersonal than they were.’ 
 
Participants also expressed concern that personal information could be exploited and 
wondered about the stakeholder’s sensitivity regarding sending and receiving 
personalised information in a timely manner (recognising the potential for privacy 
violations). 
 
‘If your fourteen year old uses condoms or whatever and it is shouting at you in the 
supermarket saying ‘you need more condoms’.  Is that social inclusion or exclusion?’ 
 
Participants agreed the benefits to some in society having systems that could exchange 
personal information when appropriate was advantageous. For example, people with 
medical problems or various disabilities, or those on different types of medication,  
having their health information being disclosed to the relevant people when needed.  
 
‘Well it would be very handy if you had a serious complaint.  … I’m on loads of tablets 
and that way if something happened … I could find it a lot easier than having to tell 
people what you’re on and what you’re not’ 

 
Participants were also aware of the need for good standards of authentication – generally 
feeling that secure authentication mechanisms such as biometric verification systems 
would be beneficial.  
 
 
Transparency 
Transparency was also linked to data storage, mining, exchange and access by third 
parties. Participants commented systems needed to be transparent and accessible so 
information could be verified and changed. Participants acknowledged stakeholders 
already hold information about you that you are unaware of and this should be made 
more transparent. 
 
 ‘I mean they don’t really know where the information is going and what individuals are 
actually accessing it or is it just completely churned up by computers?  I don’t even 
know but the information is going somewhere and the customer, the consumer should 
actually have, be allowed to know where that information is going and it should be an 



 
open process, open to the consumer, if the consumer wants to know of course, some 
people might not want to know, but if the consumer wants to know how all that 
information is processed it should be open.’  
 
3.2 Identity  
Identity was discussed both in terms of disclosure preferences and self-reliance 
incorporating issues of autonomy and control.  Participants were keen to discuss the 
kinds of risk involved in being too open about personal matters, but also recognized that 
certain benefits would be denied in circumstances where disclosure was closed. 
 
Disclosure preferences 
Participants expressed concerns about controlling the disclosure of personal information.  
Participants agreed the type of information shared normally depends on who, what, 
where and why, but crucially is informed by the type of relationship they have with the 
other person. If their relationship is close as, for example, with family then the majority 
of information is shared quite freely. However, sharing even with a close family 
member depends on situation and context. Participants expressed concern over 
stakeholders sharing personal information with third parties, creating profiles, making 
inferences from personal information.  
 
‘I don’t know who has got what information.  If I asked anyone are they going to tell me 
if they didn’t want to and how would I know that they were telling me?  So it goes into 
this kind of vacuum, but they are only going to tell me the information they want me to 
know and they miss the bit that they really don’t want me to know, that they do know or 
not know, I have no way of finding out.’ 
 
Interestingly, visually impaired participants commented they have to generally disclose 
personal information to family, friends and even strangers when they want to use 
different technologies even when they don’t want to. For example, visually impaired 
participants discussed disclosing personal information when using an automated teller 
machine. 
 
Risk and responsibility 
Participants discussed issues of risk and responsibility in relation to self-reliance.  They 
acknowledged that both system and self might be unreliable.  For example in the 
shopping scenario the user was given an alert about a food allergy. Participants 
discussed liability and litigation - who would be liable if this information was wrong 
especially if they were buying food for another person.  
 
‘Now if I’m relying on a gadget like that in the store to say this is safe for somebody on 
a gluten free diet and it’s not, what happens, who is liable then, me or the gadget?’ 
 
Also, if the machine malfunctioned and the user was unaware of this what would the 
consequences be? Participants commented systems could not be truly aware of certain 
facts or always in control. They agreed ubiquitous systems reduce cognitive load but 
questioned whether this was advantageous to humans in the long term.  
 
‘I want to rely on myself and a network of human beings, not a network of 
communications and little chips’. 
 
Autonomy – choice and control 
Participants commented little or even no choice would exist in an ubiquitous society. 
Comments suggested ‘forced choice’ would become the ‘norm.’ Participants expressed 
concern over the right not to reveal information having vast implications leading to 
exclusion in some circumstances.  A sense of being damned simply because one might 
choose not to share certain types of information, or because someone else hasn’t thought 
to include you in their circle: 



 
‘It is all going to become mechanical isn’t it.  What is laid out and certain people are in, 
certain people are out.  No I don’t really see that that is an advantage at all.’ 

 
Participants were concerned about reliance on ubiquitous systems reducing personal 
control. Discussions revealed ubiquitous systems would create ‘Big Brother’ societies 
that lacked control and choice. Concern was raised over how information would be 
controlled by stakeholders, i.e. receiving information that is considered appropriate.  

 
 ‘What I don’t like is where it starts taking control of that information from your hands 
and having information in an electronic device which fair enough you are supposed to 
have programmed in the first place but once you have programmed it what’s your 
control over it then and it’s transmitting information about you to all these various...  I 
don’t trust technology enough yet.’ 
 
 
3.3 Privacy 
Participants recognized various types of privacy but were also keen to discuss issues of 
choice and control.  This went beyond the issue of how much information to disclose 
and encompassed discussion of whether or not individuals would be able to live their 
lives outside of the ubiquitous lens. 
 
In this study the analysis for privacy was interpreted and based on three dimensions 
proposed by Burgoon [5]: informational, physical and social. The informational privacy 
dimension relates to a person’s right to reveal personal information to others, which is not 
always under a person’s control.   The physical dimension relates to how physically 
accessible a person is to others and can be linked to such aspects as environmental 
design. The social dimension is the ability to control social interactions by controlling 
distance between people. This dimension is associated with physical privacy and often a 
natural consequence of it.  

 
Informational 
The concept of informational privacy was a major concern for all participants. 
Participant’s highlighted complex patterns and exchange of personal information would 
be required to be able to control who receives what and when. Global companies and 
networks were seen as very problematic – facilitating the transmission and exchange of 
personal information across boundaries each with different rules and regulations.  
 
‘Databases can be offshore thereby there are sort of international waters and they are 
not under the jurisdiction of anyone or the laws of anyone country, you’d have to have 
global legislation.’ 
 
Participants acknowledged companies already hold information about you that you are 
unaware of and this should be made more transparent. Concerns were raised over the 
probability that stakeholders would collect personal information in an ad hoc manner 
without informing the person. Data gathering and data mining by stakeholders would 
create profiles about a person that would contain false information. Participants believed 
profiling would lead to untold consequence. For example, a person might be refused 
health insurance as their profile suggests he or she purchases unhealthy food.   
 
‘Because I’m worried if they have got that information like a Smartcard, you know life 
insurance … so if you buy any cigarettes or any alcohol, you know it is going to maybe 
invalidate the life insurance that you have’. 
 
‘…for example, if I was a smoker, which I am not, and I was buying cigarettes it is the 
first step to typing up with your health record and whether you get health treatment 
through your doctor’. 



 
 
Social 
Participants discussed the social elements of ubiquitous technologies – fearing on the 
one hand that ubiquitous technology would foster social isolation. Participants believed 
that as systems increased social privacy less human-human interaction would take place, 
with enormous negative consequences.  
 
‘Unseen by a human, did not speak to a human, you don’t need any human beings                
in a place like that, oh crumbs!  Gosh!’ 
 
In the physical world interactions are considered ‘open’ where people can see exactly 
what is happening compared to the closed nature of the virtual world – as a 
consequence, in our social world we already leak information to others in the form of 
visual cues e.g. items in your shopping trolley, without any serious implications. In the 
physical world strangers knowing certain information about you is not problematic, 
however people do not always want to share every detail and this could be a problem 
with future technologies: 
 
Physical 
Participants commented that ubiquitous devices would break down the boundaries of 
physical privacy – making an individual accessible anywhere, anytime. They discussed 
issues related to leakage of personal information in public settings and especially during 
interpersonal interaction.  
 
‘What I wouldn’t like would be if you stepped inside the door and it started greeting 
before you even as much as blinked.’ 
 
Participants commented on the lack of physical privacy through surveillance systems, 
although they agreed surveillance would be beneficial for some people with certain 
medical conditions.  
 
‘It could work against you like at work for checking what you are doing and everything.  
Will your boss know what you are doing outside of work?’ 
 
‘Nowadays there is the CCTV so therefore they could ‘track’ you if they wanted to but 
its how they use this information itself.  This one offends me.  Too much is taken out of 
your hands.  What I do not like is that you cannot get away from them’ 
 
‘In fact I wouldn’t mind being tracked if I had epilepsy, if I was in certain circumstances 
or had a heart condition.  In that situation I wouldn’t mind.’  
 
4 Discussion 
Our stakeholders provided more questions than answers: Who is receiving the 
information? Who else has access? Is the receiver credible? Why do they want to know? 
Can we see where the information goes?  Can we control access or change the 
permissions?  Will we have any choice in becoming part of the system?  How will 
agents determine who to trust?  Who will be liable when things go wrong?  Who 
controls the legal rights in an international exchange? Will technology change the nature 
of what it is to be human? 
 
A common question was whether an individual might be allowed to make day to day 
decisions about who or what to trust on an ad hoc basis, or would be drawn to adopt 
agents to represent their personal trust and privacy preferences and communicate these 
to other agents [26].  Participants also commented that entrusting and relying on agent 
systems to exchange information was dehumanising Stakeholders and designers of 
ubiquitous systems need to consider the fact humans are inherently social beings and 
their actions are always directly or indirectly linked to other people.  



 
Disclosure of information in any form or society is a two-way process. Findings support 
the Fair Information Practice-FIP [e.g. 11] that suggests companies should give users: 
notice, choice, access and security.  
 
Hong et al [17] suggest designers of ubicomp systems need to deploy a privacy risk 
analysis considering social and organisational content. This type of analysis considers: 
Who are the users? What kind of personal information is being shared?  How is personal 
information collected? Hong et al [17] suggest after the initial privacy risk analysis 
designers need to prioritise the findings and develop a privacy risk management record. 
The privacy risk management considers: What are the default settings? How does 
unwanted disclosure take place? [See 17 for a complete review]. Although our findings 
generally support the work of [17] we need to further understand how the user will 
manage information exchange in an ubicomp world.  
 
We need to consider the following guidelines when considering adoption and use of 
ubiquitous systems: 

  Choice: the option to reveal or hide information and to use or not use ubicomp systems 
Control: the ability to manage, organise and have power over all information exchanged 
and to be notified of information held about you 
Transparency: the need for stakeholder’s to be open to information held about a person 
and for that person to have a right to access and change such information 
Global rules and regulations: a global infrastructure of rules related to information 
exchange 
Obscurity: the need for information exchange to be closed or made ambiguous 
dependent on the user’s needs and desires at anyone moment in time  
Trust and privacy preference: the need for the user to set preferences that can be 
dynamic, temporary and secure 
Context: the need to know the location and exact environment of the user 
Social: the need to know who else is present and the current situation the user is in 
  
These guidelines are basic and we need to consider the fact humans are inherently social 
beings and their actions are always directly or indirectly linked to other people. Findings 
from this evaluation raise some interesting issues related to human values: Will people 
begin to rely to heavily on ubiquitous technology? Will people be comfortable 
exchanging all types of information even when of a very personal nature? Will the way 
we socially interact change, and social norms along with it? Will our society become 
one where people feel more at home interacting with their fridge instead of other 
people? Will ubiquitous technology blur the boundaries between home and workplace 
making society one of efficiency and productivity taking over from love and leisure 
time?  
 
Interestingly, although participants were grouped by technical stance, age, gender and 
educational achievement the recurrence of themes across groups were similar. This 
suggests ubiquitous systems raise similar issues for all relevant users. The majority of 
participants agreed ubiquitous systems for monitoring health were advantageous, 
especially for people with medical conditions. Participants reported high levels of trust 
with the stakeholders involved in the healthcare scenario and were keen to discuss the 
benefits of ubiquitous in this context e.g. healthcare professionals being alerted to any 
allergies and automatic access to health records. However, concerns were raised over 
unauthorised access and misuse of key information (e.g. insurance companies having 
uncontrolled access to confidential health information; employers accessing health 
records). These findings support the view of California Healthcare Foundation [6] in 
that people are worried about third party access.  These findings have major implications 
for ubiquitous systems.  
 



 
Ubiquitous systems were associated with substantial perceived benefits, including less 
time pressure, no queuing for goods, and memory enhancements. However potential 
social costs were felt to be great – involving reduced social interaction, reliance on 
machines, little or no privacy, and the potential erosion of trust. Distrust and suspicion 
of ubiquitous systems appear key concepts that emerged from the group discussions in 
this study, and such concepts would bear further examination.   
 
Ubiquitous computing is undergoing rapid development – already visible in advanced 
mobile, PDA and notebook services. The vision of a future filled with smart and 
interacting everyday objects offers a whole range of possibilities, but our participants 
invite us to pause and ask whether the transformation that will take place will be socially 
acceptable. In the views of many of our participants, this will never be an issue of 
individual choice.  Market forces, peer pressure or fear-fuelled state policies will bring 
the change about – and new tools and toys, sometimes delightful and sometimes sinister, 
will proliferate – few of them judged on the basis of social value.  The vision of a 
comprehensive network of agents capable of monitoring our private and public life [2] is 
not entirely welcomed by our own participants who worry that non-adoption will be 
penalised by stakeholders (e.g. insurance companies only insuring a person if they have 
a health monitoring system) or will lead to social exclusion. 
 
The data in this study is vast and still being explored. Comparisons need to be made 
between groups, gender, age and the four different scenarios. All four scenarios related 
to everyday happenings e.g. shopping, a medical emergency, finance, however, further 
in-depth analysis might reveal that exchange of information in an ubicomp world has 
different levels and disclosure patterns. From the findings in this study a large scale 
survey has been developed and is currently being distributed to participants on a global 
scale. 
 
Development in technology has never had the explicit goal of altering civilisation [2] 
and it is possible that the ubiquitous vision we have portrayed in our scenarios will not 
ever be fully realised [9], but we would welcome a research agenda that encourages the 
development of explicit tools and techniques designed to place human values at the 
heart of technological development. 
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