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Abstract

Regulated prices are common in markets for medical care. We estimate the effect of changes in
regulated reimbursement prices on volume of hospital care based on a reform of hospital financing
in Germany. Uniquely, this reform changed the overall level of reimbursement — with increasing
prices for some hospitals and decreasing prices for others — without affecting the relative prices
for different groups of patients or types of treatment. Based on administrative data, we find that
hospitals react to decreasing prices by supplying more services. We interpret our findings as

evidence for a negative income effect of lower prices on higher volume of care.
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1. Introduction

In many important markets prices are set not by the interaction of demand and supply, but by
public or semi-public agencies. Regulated prices are especially common in markets for medical
care, for example for the reimbursement of hospital services in Germany and for Medicare patients
in the United States. This makes it an interesting and policy relevant question to examine how
providers of medical care respond to changes in regulated prices. In this study we examine the

effect of changes in reimbursement prices on the volume of hospital care in Germany.

The direction of this effect is not a priori clear, neither based on economic theory nor based on
previous empirical evidence. In a seminal study, McGuire and Pauly (1991) develop a theoretical
framework for how medical providers respond to changes in regulated prices. They show that the
effect of changes in regulated prices on volume of care is a combination of two effects: 1) the
response to a change in relative prices between different types of services or groups of patients,
and 2) the response to a change in the overall price level. The second effect is typically referred to
as “income effect” in the literature (McGuire 2000). While an increase in relative prices for a type
of service is predicted to lead to an increase in the supply of this service, alternative economic
models make different predictions about the sign of the income effect. According to standard
economic theory, higher prices lead to more supply of services. In contrast, models of supplier-
induced demand (Evans 1974, Gruber and Owings 1996) or of providers aiming at target incomes
(Rizzo and Zeckhauser 2003) predict that higher prices can lead to the supply of fewer services,
and lower prices can lead to the supply of more services. The underlying intuition is that providers
compensate for the effect of lower prices on income by providing more services. In line with this

reasoning the Federal budgeting process in the United States assumes that a one-percent decrease



in Medicare reimbursement prices increases treatment volumes by around 0.3-0.5 percent

(Congressional Budget Office 2007).

The empirical evidence on the effect of lower reimbursement prices on volume of care is mixed.
Among recent studies, some find that lower prices decrease volumes of care (Clemens and Gottlieb
2014, He and Mellor 2012, Januleviciute et al. 2016), while other studies find that lower prices
increase volumes of care (Heaton and Helland 2009, Shigeoka and Fushimi 2014). Most previous
studies examine price changes that affect only a subset of patients or medical treatments, such as
Medicare beneficiaries (Rice 1983, Yip 1998, He and Mellor 2012, Clemens and Gottlieb 2014),
automobile accident victims (Heaton and Helland 2009), at-risk newborns (Shigeoka and Fushimi
2014), or patients with specific diagnoses (Januleviciute et al. 2016), while leaving prices for other
patients and treatments unaffected. In these settings the effect of price changes is then a
combination of the effect of a change in relative prices and an income effect, and it is very difficult

to ascertain which part of the overall effect can be attributed to either of them.

In our study, we exploit a setting which makes it possible to estimate the income effect directly
and without having to disentangle the income effect from the effect of a change in relative prices.
Specifically, we look at changes in hospital-specific base rate factors (Basisfallwerte) in Germany
between the years 2004 and 2009. Changes in base rate factors shift the overall level of
reimbursement prices in hospitals without affecting relative prices for different groups of patients
or types of services. In the year 2004, base rate factors varied widely between hospitals based on
historical costs. Between 2004 and 2009, base rate factors gradually converged toward the average
base rate factor at the state level. Thus, base rate factors increased for some hospitals and decreased

for others.



In our empirical analysis we exploit this variation in reimbursement prices. We estimate the effect
of changes in base rate factors between 2004 and 2009 on corresponding changes in volumes of
care. We use a differences-in-differences estimation approach with the change in prices as

continuous treatment variable.

Based on administrative data for a 70 percent random sample of all German hospitals provided by
the German Statistical Office we find an elasticity of prices on the number of hospital admissions
of -0.14 and an elasticity of prices on the case-mix index — a measure of the average payment per
patient admitted — of -0.29 over a five-year period. Thus, hospitals respond to increasing prices by

decreasing service supply, and to decreasing prices by increasing service supply.

Our empirical results are robust to controlling for changes in prices of competing hospitals as well
as for regional demographic and economic trends. In robustness checks, we find that our results
cannot be explained by pre-existing trends in volume growth or by heterogeneous effect of the
introduction of DRG based payment. They can also not be explained by mergers or changes in
ownership type, or by differences in initial capacity utilization. Furthermore, our results cannot be
attributed to demand-side reactions to price changes, since prices faced by patients are not affected
by changes in base rate factors. Moreover, we find no evidence for asymmetric effects of price

increases and price decreases.

In addition, we examine whether the effects of price changes on volume of care differ among
hospitals. We find a somewhat weaker effect for public hospitals than for private and not-for-profit
hospitals, and for large hospitals than for small hospitals. However, these differences are not

statistically significant. We also examine the effects of higher prices on lower volumes of care for



types of treatment with a high degree of regional variation, and we find that effects are especially

large for cataract surgery and for tonsillectomy.

We interpret our findings as evidence for a negative income effect of lower prices on higher
volumes of hospital care. Our findings provide an interesting insight into the objective function of
hospitals. Based on economic theory the sign of the income effect is ambiguous, and it is likely to
be negative if the objective function of hospitals has a high degree of relative risk aversion with
respect to lower revenues (see Section 3). During our study period the financial situation of many
German hospitals was precarious. In the year 2008, 27% of hospitals faced an enhanced risk of
bankruptcy (Augurzky et al. 2010). Many hospitals were struggling to cover their fixed costs which
under German labor law cannot be adjusted quickly or cheaply. In order to avoid budget cuts,
layoffs, or even closure, hospital management and staff might put in extra efforts to generate
additional revenues. Thus, they responded to lower reimbursement prices by providing more

services.

Evidence for a negative income effect is not the same as evidence for physician induced demand.
Physician induced demand is defined as care that is in the financial interest of the provider, but not
in the best interest of the patient (McGuire 2000). In our study, we do not know the optimal volume
of care, and we are unable to say whether or not the additional care provided in response to lower

reimbursement prices was in the best interest of patients.

Still, our findings have important policy implications. First, our results suggest that existing rules
to limit volume of care for German hospitals do not prevent hospitals from increasing treatment
volumes in response to lower prices. Second, the negative income effect has implications for the

budgetary impact of changes in regulatory prices for hospitals. Following the example of the



Congressional Budget Office in the United States policymakers in Germany should take the

income effect into account in their decisions about setting prices in the hospital sector.

Our study continues as follows. Section 2 describes the institutional setting of hospital financing
in Germany. Section 3 presents a stylized model of hospitals’ response to price changes. Section
4 discusses the empirical strategy. The data are described in Section 5, and our results are presented

in Section 6. Section 7 concludes.
2. Institutional setting

Hospital financing in Germany comes from several sources. By far the most important sources are
public and private health insurers, which cover around 88.5 percent of all hospital expenditures
(Simon 2010).! Funding from these sources is largely used to cover hospitals’ operating costs,
including payments for physicians’ services. In Germany, physicians are usually employees of the
hospital where they work, and they receive a salary from the hospital. Importantly, payment rates
for hospital care do not differ between publicly and privately insured patients.? The remaining
hospital revenues are derived mainly from state governments, which are responsible for long-term
infrastructure investments. Patient co-payments in Germany are small relative to hospital costs.
Patients have to pay a fixed charge of €10 per night of their hospital stay as a contribution toward
room and board, and there are surcharges for additional services such as a single room or treatment
by the hospital director (For details of hospital financing in Germany see Quentin et al. 2010 and

Simon 2010).

! The remaining 11.5 percent is covered by private households (2.3 percent), employers (3.4 percent), public
accident insurance (1.2 percent) and the federal states (4.6 percent). All numbers refer to 2007 and are provided by
Simon (2010).

2 By contrast, payment rates for outpatient care differ between privately and publicly insured patients.
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Before 2004, hospital payment for operating costs was based on a mixed payment system (see
description by Busse and Riesberg 2004). 75% of cases were reimbursed by per-diem charges.
Per-diem charges reflected the cost structure of hospitals, and they varied between hospitals.®
Hospitals with higher expenditures in relation to the number of hospital beds received higher per-
diem charges. The remaining 25% were already reimbursed according to patients’ diagnosis-
related groups (DRGs).* Before 2004, payment based on diagnosis related groups was restricted
to certain diagnosis such as for example childbirth or coronary heart diseases. In 2004, payment
based on DRGs was expanded to almost all diagnoses. The aim of this reform was to make hospital
payment more transparent and promote efficiency and competition. The German DRG payment
system is similar to hospital payment systems in other countries that have introduced DRG-type
systems, starting from the early 1980s. A particular aspect of the German reform that sets it apart
from DRG-payment introduction in other countries is that payment changes were introduced
gradually. During a first “budget-neutral phase” in 2004, hospitals were reimbursed according to
DRGs but prices were adjusted with hospital-specific base rate factors in such a way that hospitals
could still achieve their historical budgets. During the “convergence phase,” which lasted from
2005 until 2009, hospital-specific prices gradually converged toward average prices at the state

level.

Under the German DRG system, payment for a hospital admission is based on the following

formula: ®

3 Differences in per diem charges across hospitals to some extent also reflected historical differences in their
reimbursement negotiations (Friedrich et al. 2008).

4 This 25% also included some fee for service payments. However, they were restricted to a number of complex
surgical procedures.

> This formula abstracts from adjustment factors for teaching hospitals etc. During our study period, DRG payment
covered most but not all treatments with psychiatric treatments as the main exception.
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payment; j =drg; *baserate; ; 1)

Payment is the product of two factors: drg j,t Is the cost-weight factor for DRG j in year t, while

baserate; ; refers to a hospital-specific base rate factor for hospital i in year t. All discharged

hospital patients are assigned to a DRG. This assignment is based mainly on diagnoses but in some
instances it is also based on procedures and patient characteristics such as age, sex, and birthweight
(for newborns). The German DRG system was modeled on the Australian DRG system and
initially had 664 DRGs. DRG cost-weight factors are the same for all hospitals. They are set at the
national level jointly by representatives of health insurers and hospitals, and they are adjusted
annually based on detailed patient-level cost data from a sample of hospitals. The cost-weight
factors are normalized such that the average cost-weight factor is set to one. Cost-weight factors
are much higher than one for cost-intensive DRGs such as a liver transplant, and they are lower

than one for less cost-intensive DRGs such as an ordinary hand fracture.

Hospital-specific base rate factors reflect historical budgets before the introduction of DRG
payment. During the budget-neutral phase of the reform, hospital-specific base rate factors were
computed by dividing pre-reform budgets by the sum of the cost-weight factors hospitals would
have earned for their pre-reform services based on post-reform cost-weight factors. Using hospital-
specific base rate factors ensured that hospitals could still achieve their historical budgets under
DRG payments in the early stage of the reform as long as they continued to provide the same

volume and type of services.

During the 2004-2009 convergence phase, hospital-specific base rate factors gradually converged
toward state averages. Base rate factors gradually decreased for hospitals with above-average base

rate factors, and they increased for hospitals with below-average base rate factors. The
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convergence process is illustrated in Figure 1. From 2009, hospitals in the same state received the
same base rate factor. The convergence process put high-cost hospitals under significant pressure
to lower costs. In order to protect hospitals from excessive budget cuts, annual reductions in total

hospital budgets were limited, for example in 2008 to not more than 2.5 percent.

The distribution of hospital-specific base rate factors, i.e. the empirical version of Figure 1 for
quantiles of initial prices is shown in Figure 2. The initial variation in base rate factors was
substantial. In 2004, the difference between the 10" and 90" percentiles of base rate factors was
around 36 percent. In 2009, base rate factors were equalized at the state level. Remaining
differences at this stage reflected differences in base rate factors between states. The convergence
of base rate factors implied substantial increases in across-the-board reimbursement prices for
some hospitals and substantial reductions for others. Base rate factors at the 10" percentile
increased by 15.4 percent in real terms between 2004 and 2009, while those at the 90" percentile

decreased by 11.8 percent.

The German DRG rules make provisions to protect against induced demand. Hospitals may keep
only 35 percent of additional revenues if they exceed the number of target admissions. Additional
revenues that are generated by up-coding, i.e. charging a more expensive DRG for the same
treatment, are meant to be reclaimed fully by health insurers (Tuschen et al. 2005). However, these
provisions are not applied consistently in practice. Hospitals routinely delay budget negotiations
until late in the year, and they then negotiate target numbers of admissions that are close to the
actual number of admissions (Kumar and Schonstein 2013). Furthermore, increases in the case-
mix index, which is the average cost-weight factor for patients in a hospital, can be reimbursed if

the hospital can provide good medical reasons for more intensive treatment.



3. Hospitals’ response to price changes

In the following we present and discuss a theoretical framework for how medical providers
respond to price changes. This framework is a slightly modified version of a classical model
developed by McGuire and Pauly (1991).% According to this framework, medical providers can
influence the demand for their services due to their superior knowledge about patients’ healthcare
needs, and they can use this influence in their own financial interest. However, providers derive
disutility from inducing demand, and they weight the disutility from inducing demand against the
additional utility from higher revenues. The objective function of a hospital can then be

characterized as:

maxU =U (Y, 1) (2)

where Y = (P —MC)Q(I, X)

A hospital maximizes the objective function U, which is an additively separable function of income

Y and demand inducement I. We assume: Uy >0;U; <0;Uyy <0;U,; <0. Quantity of treatment

Q is an additively separable function of demand inducement I and demand shifters X. We assume:

Q) >0;Qy; =0.P is the price the provider receives for a unit of treatment and MC is the marginal

cost for a unit of treatment. We further assume that P > MC ./

The hospital chooses the level of demand inducement | to maximize the objective function. The

first order condition is given by:

UyQ|(P—MC)+U| =0 (3)

6 The model by McGuire and Pauly allows for two different prices for the same service for different groups of patients.
Since prices in Germany do not vary between patients we consider the case of only one price.
" 1f P < MC then the provider chooses Q=0.
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Taking the derivative of (3) with respect to P, we can solve for the effect of a change in price on
demand inducement I, and we obtain:

| - YyyQQ (P-MC)-UyQ

(4)
Uyy (Q (P—MC))% +U,

In general, the sign of (4) cannot be determined a priori, and it cannot be said whether a higher
price leads to lower or higher demand inducement. The sign of the denominator is negative, but

the numerator consists of a positive term —Uyy QQ; (P —MC) and a negative term —UyQ; .

Equation (4) determines the sign of the income effect and the slope of the supply curve. If equation
(4) is positive then we obtain the standard result of a positive income effect and an upward sloping
supply curve. If on the other hand equation (4) is negative then we receive the counterintuitive
result that the supply curve is backward bending, and that there is a negative income effect.

Equation (4) is negative if -UyyY /Uy >1, where —-UyyY /Uy is the definition of the coefficient

of relative risk aversion, a measure of the curvature of the income utility schedule. Thus, the
income effect is negative if medical providers are very risk averse with respect to declining

revenues and the income-utility schedule has a high curvature.

The above model was developed for the case of a single decision maker such as a self-employed
physician in an individual practice. In contrast, hospitals are large organizations where quantity of
treatment is the result of decisions taken by many individuals, including hospital management and
(medical) staff. In Germany, physicians who work at hospitals are typically salaried employees
who report to the hospital management. They share in the success of a hospital through bonuses
and better working conditions. Performance related remuneration is an important part of physician

payment in German hospitals, especially for medical directors (Thurn 2013).
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In the model of McGuire and Pauly (1991) I measures demand inducement which reduces the
utility of physicians. However, in our context | does not need to refer to treatment that is not in the
best interest of patients. | can be seen as the utility cost of extra effort in order to increase the
quantity of treatment. This leads to the question of how German hospitals can increase the demand
for their services. One of the most important driving factors behind patients’ hospital choices are
recommendations from outpatient physicians (Salfeld et al. 2009). Thus, it is important for
hospitals to cultivate good relationships with outpatient physicians who are able to refer patients
to the hospital. For example, hospital directors can visit outpatient physicians and inform them
about new treatment techniques available at the hospital. Reportedly, many hospitals also pay
outpatient physicians for patient referrals (GKV-Spitzenverband 2012). In addition to increasing
the number of patient admissions, hospitals can also aim to increase payments per patient

admitted.®

The objective function can differ between hospitals. For example, risk aversion with respect to
declining revenues could be lower for public hospitals than for private or not-for-profit hospitals.
The reason is that a loss-making public hospital might have a higher chance of receiving a
government bailout than a loss-making private or not-for-profit hospital. The size of the income
effect could also be larger for small than for large hospitals. The relative impact of any individual
decision-maker on the financial situation of a hospital will be larger in a small hospital than in a
large hospital. Thus, collective efforts may be easier to organize in a small organization than in a

large organization.

8 For evidence of up-coding by hospitals see, for example, Dafny 2005 and Jurges and Koberlein 2013.
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Demand inducement can also vary by type of patient admission. For example, there could be more
room for discretionary decisions by physicians for treatments with a high degree of regional
variation than for treatments with a low degree of regional variation. In equation (4) such

differences can be reflected in different values of Q) , the increase in quantity of care that can be

generated by one unit of additional effort I.
4. Empirical approach

In our empirical strategy we examine how treatment volumes respond to changes in base rate
factors. We use a differences-in-differences regression approach. However, instead of looking at
a binary treatment variable, we examine the effect of a change in prices, which is a continuous
treatment variable. Thus, we compare not just two groups with different treatments, i.e. one
treatment group and one control group, but we look at a continuous range of treatments and
compare different treatments with each other. We estimate linear regression models with two

periods and hospital-specific fixed effects:
O = BAPTICE, 004 s000-o00s T PAPFICE _COMD, 5004 2000 bags T Kit 'O + Hogoe + & + & (B)

where (jt is the treatment volume for hospital i< (1...N) in year te(2004,2009),
Apricesnpa—2009 1S the change in the base rate factor of hospital i between the years 2004 and

2009, Aprice_comp, 0, 2000 IS the change in the average base rate factor for competing hospitals,’

Xit includes regional demographic and economic characteristics,'® £, is a binary indicator for

% We define competing hospitals as hospitals that attract patients from the same geographical area. In Section 5 we
describe how the variable for the average base rate factor for competing hospitals is constructed.

10 Regional variables include the average age of men, the average age of women, population density, and the local
unemployment rate.
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the year 2009, @ are unobserved hospital fixed effects, and é&j; represents unobserved time-

varying hospital characteristics. g and y are parameters, and o is a vector of parameters. 3 is

the parameter of interest, and it represents the effect of changes in reimbursement prices on

changes in hospital volumes.

Our treatment variable is the change in base rate factors between the years 2004 and 2009. For the
intermediate years 2005-2008 base rate factors did not always follow the adjustment schedule
shown in Figure 1, but they were negotiated annually between sickness funds and hospitals. Thus,
hospitals could have been able to influence base rate factors in those years. This concern does not

apply to the year 2009, when base rate factors were equalized at the state level.

Regression equation (4) provides a consistent estimator of 2 if the exogeneity assumption below

holds:
Ele; | Apricei,2004—2009 ’ ApriCE_Compi,zoozt—zoog’ Xt ﬂzoog] =0 (6)

Note that the equation above does not contain any assumptions about time-invariant unobserved
characteristics ¢;j . Hospitals with different values of Aprice; 5o, 00, Can differ in their observed

and unobserved characteristics.!! This does not violate the exogeneity assumption as long as

changes in base rate factors are not correlated with changes in time-varying unobserved hospital

characteristics &; .

The exogeneity assumption in equation (5) is akin to the common trend assumption in a

differences-in-differences estimation framework. This assumption requires that in the absence of

1 In Table Al we show that hospitals with higher price changes are more likely to be small and rural.
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price changes the number of admissions for hospitals with different values of APrice, oo s00s

should follow the same time trend. In the following paragraphs we discuss whether the exogeneity
assumption is plausible in the context of our study. Specifically, we discuss potential violations of

the exogeneity assumption and how we can test for these violations.

A first potential violation of the exogeneity assumption may arise if unobserved underlying trends

in hospital volumes are correlated with Aprice; ., ,q0 - Ve can test for this violation by examining

whether trends in hospital volumes before the year 2004 are related to subsequent changes in base

rate factors between the years 2004 and 2009.

A second potential violation could be related to the introduction of DRG based payments. Price
changes coincide with the time period just after the introduction of DRG payment in the year 2004.
In our empirical model we take time effects into account, but the effects of the introduction of
DRG payment could be heterogeneous. For example, it could vary between small and large
hospitals or between urban and rural hospitals. As a robustness check we estimate a model that
allows for heterogeneous trends based on hospital and regional characteristics, and we test whether

allowing for heterogeneous trends changes our estimation results.

A third potential violation of the exogeneity assumption could be related to non-linear effects of
price changes on volume of care. For example, the effect of an increase in price and a decrease in
price do not need to be symmetric. We can test for non-linear effects of price changes by computing

the change in volume during the 2004-2009 period for different ranges of Aprice, 55, 5000, and

assess whether these changes follow a linear pattern.
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A fourth potential violation of the exogeneity assumption may be caused by changes in ownership
type, the spread of private hospital chains, or by mergers of hospitals. As a robustness check we
test whether our results change if we exclude hospitals from our sample who were affected by a
change in the type of ownership between the years 2004 and 2009 or who were situated in the
states of Hesse or Bavaria where private hospital chains were most active during our study period.

We also test if being part of a merger is correlated with Aprice, 5405000 -

One more alternative explanation for a negative £ could be constraints on capacity utilization,
meaning that hospitals with high initial capacity utilization are capacity constrained, and that they
cannot increase volumes further. If high initial capacity utilization is correlated with increasing
base rate factors, this could provide an alternative explanation for a negative /3 . We can test for
this alternative explanation by examining the relationship between initial capacity utilization and

initial base rate factors.
5. Data

Our main source of data is hospital statistics from the German Statistical Office for the period
2000-2009. These hospital statistics combine information about hospital characteristics such as
ownership type and size with patient-level information on admissions, such as the main diagnosis
and county of residence for each patient. These data are merged with county-level regional
indicators from the German Statistical Office and with information on base rate factors provided

by AOK, a group of health insurers.

Our study is based on a 70 percent random sample of all German hospitals. Our data include 1,159
hospitals with information on the number of admissions and base rate factors in the year 2004. Of

those, 165 were excluded from the sample because they are not open year-round or they are day
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clinics or psychiatric hospitals which did not adopt the DRG system. A further 193 hospitals were
excluded because they could not be tracked up to 2009. While hospital closures were very rare
during our study period, mergers were quite common.*? Our baseline estimation sample consists

of 801 hospitals.

The outcome variable in the baseline specification is the natural logarithm of the total number of
annual hospital admissions. In alternative specifications outcome variables are the natural
logarithm of the total number of annual hospital admissions for specific diagnoses classified
according to ICD 9 codes and the case-mix index. The main explanatory variable of interest is the
percentage change in the base rate factor (Basisfallwert) of a hospital between the years 2004 and

2009.%3

We compute a variable for the change in average base rate factors for competing hospitals that
attract patients from the same geographical area. This calculation consists of two steps: 1) We first
compute the average base rate factor for competing hospitals in each county. This calculation is
based on hospital market shares for residents of each county. 2) We then compute the average base
rate factors for competing hospitals for each hospital. This calculation is based on the county shares
of patients for each hospital, e.g. what share of a hospital’s patients comes from a specific

county. 41

12 While over 2004-2009 only 19 hospitals were closed, about 20 percent of all German hospitals were involved in
mergers. These numbers are based on the RWI Krankenhauspanel (see Pilny 2014), an alternative data source with
detailed information on the full sample of German hospitals, but no information on volume of care. We use this data
for robustness checks in section 6.

13 We measure Basisfallwerte by “vereinbarte Basisfallwerte”.

14 Both hospital market shares for county residents and county shares for hospital patients are computed based on
shares in 2004 and kept constant across years.

15 Since our data come from a 70 percent random sample of German hospitals, this calculation leads to a slightly noisy
but unbiased measure of average base rate factors for hospitals that attract patients from the same area.
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We further compute variables on demographic and economic indicators for hospital catchment
areas. For this calculation we weight county-level indicators for the average age of men, average
age of women, population density, and unemployment rate based on the county shares of patients

in each hospital.

Summary statistics for hospitals in our data set are shown in Table 1. Between 2004 and 2009 the
average number of admissions per hospital increased from 10,940 to 11,878. The average values
of the case-mix index were very close to one.*® Between 2004 and 2009, public hospitals as a share
of the total decreased slightly from 40.8 percent to 39.1 percent, while the share of not-for-profit
hospitals fell from 45.1 percent to 44.2 percent. The remaining hospitals were private. The
Herfindahl index for market concentration increased somewhat over the study period. Regional
indicators showed a decline in unemployment rates and an increase in the average age of men and

women. Average population density did not change much.

Figure 3 shows the distribution of our main explanatory variable, the changes in base rate factors
between the years 2004 and 2009. Changes varied from substantial decreases to substantial
increases in prices. The assignment of price changes was not random. Price changes between the
years 2004 and 2009 are correlated with hospital characteristics and county-level regional
characteristics in the year 2004. For example, hospitals with a large number of beds and hospitals

in regions with a high population density were more likely to face decreasing prices while hospitals

16 1.e. the average payment for a patient was similar to the value of the base rate factor and amounted to around
€3,000 in 2009.
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in regions with a high market concentration were more likely to face increasing prices (see Table

Al in the online Appendix).t’
6. Results

Baseline specification

Table 2 shows estimation results for the effect of changes in base rate factors on the number of
admissions. Our estimate of 4 in the baseline specification (equation 5) in Column 1 is -0,14.
This coefficient is significantly different from zero at the five-percent level. This implies, that a
one percent increase in prices causes a decrease in the number of hospital admissions by 0.14
percent. Correspondingly, a one percent decrease in prices causes the number of admissions to

increase by 0.14 percent.

Robustness checks

In Section 4 we have discussed a number of potential violations of the exogeneity assumption in
equation (6), and how we can test for these violations. The first potential violation arises if changes
in base rate factors are correlated with unobserved underlying trends in hospital volumes. We can
test for this violation by examining whether trends in hospital volumes before the year 2004 are
related to subsequent changes in base rate factors between the years 2004 and 2009 based on the

following linear regression model:

2009

Qi = Z BAPIICE, 5004 s000 4 + 7 APFICE _COMP, 5004 so0etly + Xi 'O + 4 + 0 + & (7

t=2000

7 1n a robustness check, we show that allowing for different time trends for small and large hospitals and for hospitals
in regions with high and low population density and market concentration indices has very little effect on our
estimation results.
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Figure 4 shows estimation coefficients of g, and their 95 percent confidence intervals for each

yeart < (2000,..,2009) . The coefficients of g, for the years t <(2000,..,2003) are close to zero,

and they are not statistically significant, neither individually nor jointly. Thus, we conclude that

there are no significant pre-trends in the years before 2004.8

A second potential violation of the exogeneity assumption can arise because of heterogeneous
effects of the introduction of DRG payment. As a robustness check we estimate a model that allows
for time trends that vary with hospital and regional characteristics based on the regression equation

below:
i = BAPYICE; 5004 2000 aooe + YAPFICE _ COMP; 5004 2000 Aooos

+AX  200akbao0s + K His00ablogoe + Xip O + hygee + 0 + & (8)

where t e (2004,2009), X,,., and H, ., refer to regional and hospital characteristics in the year
2004 at the beginning of the payment reform, and 1,09 1S @ binary indicator for the year 2009. In
Column 4 of Table 2 we show estimation results for the regression model in equation (8). The
coefficient of g is essentially unchanged compared with the baseline specification in Column 1.

Thus, our estimation results are robust to the inclusion of heterogeneous time trends with respect

to observed hospital and regional characteristics.

A third potential violation of the exogeneity assumption could be related to non-linear effects of
price changes on volume of care. For example, the effects of price increases and price decreases

need not be symmetric. In Figure 5, we examine whether the effects of price changes on changes

18 The coefficients of 4, in the years t € (2005,..,2008) show the effect of prices on volume in years when the
adjustment in base-rate factors was only partially completed. We exclude the year 2004 as reference category.
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in volumes of care are non-linear. We divide the sample into twenty bins of equal size according
to the total change in base rate factors over 2004-2009. Subsequently we compute changes in the
number of admissions between 2004 and 2009 for each of the bins. If we add a regression line to
connect the points in the graph then the slope of the regression line is similar to the coefficient of

APIICE; 5004 2000 IN the baseline specification (-0.17 vs. -0.14). The observation points are roughly

symmetrically distributed around the regression line. Thus, we find no evidence for non-linear
effects of price changes and no evidence for asymmetric effects of price increases and price

decreases.

A fourth potential violation of the exogeneity assumption may be caused by changes in ownership
type, the spread of private hospital chains, or by mergers of hospitals. In Column 5 of Table 2 we
exclude hospitals from our sample who are situated in the states of Hesse or Bavaria where private
hospital chains were most active during our study period. In column 6 of Table 2 we exclude
hospitals from our sample who were affected by a change in the type of ownership during the

2004-2009 period. For both regressions the estimation coefficient of S is very similar to the
baseline specification. The coefficient of S is also essentially unchanged compared to the baseline

specifications if we omit regional characteristics or the change in the average price of competitors
from the regression equation (Columns 2 and 3 of Table 2). There is also no statistically significant

correlation between Aprice, ,,, »000 aNd an indicator for whether or not a hospital was involved in

a merger during the 2004-2009 period (see Table A2 in the online Appendix).

Furthermore, hospitals with decreases in base rate factors had significantly higher initial capacity
utilization than hospitals with increases in base rate factors (see Table A3 in online Appendix).

Thus, hospitals that started with higher capacity utilization before the reform also saw larger post-
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reform increases in the number of admissions. Subsequent increases in admission numbers cannot

be explained by low initial capacity utilization.

Heterogeneous effects

In Table 3 we show how the effect of a change in base rate factors on the number of admissions
varies according to hospital characteristics such as ownership status, size, and the competiveness
of the local market environment. Column 1 shows results by type of ownership which could be
public, not-for-profit, or private. The coefficient for not-for-profit hospitals (-0.20) is slightly more
negative than for private (-0.14) and public (-0.08) hospitals. However, the differences between

the coefficients are not statistically significant.

Size is measured by indicators that show whether a hospital’s total number of admissions is above
or below the median and alternatively whether a hospital’s total number of beds is above or below
the median. We find that for hospitals with a low volume (-0.19) or few beds (-0.19) the coefficient
is more negative than for hospitals with a large volume (-0.05) and many beds (-0.01). However,

the differences between the coefficients are not statistically significant.

The competitiveness of the environment is captured by indicators that show whether the Herfindahl
index is above or below the median and alternatively whether the population density is above or
below the median. We find slightly more negative coefficients for hospitals in areas with a high
HHI (-0.18) or with a high population density (-0.15) compared to hospitals in areas with a low
HHI (-0.09) or with a low population density (-0.12). These differences are however not

statistically significant. In additional analyses we restrict the sample to hospitals that did not switch
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categories, e.g. their ownership status stayed the same over 2004-2009. The results are very

similar.®®

Effects of prices on the number of admissions for specific diagnoses

In Table 4 we show estimation results for the effect of prices on the number of admissions for
specific diagnoses. We focus on diagnoses with large regional variation in treatment according to
a report published by the Organization for Economic Cooperation and Development (OECD)
(Kumar and Schonstein 2013). Diagnoses with a large amount of regional variation may be
particularly susceptible to demand inducement. Specifically, we look at cataracts (three-digit ICD
9 code H25), chronic tonsillitis (three-digit ICD 9 code J35), cesarean sections (three-digit ICD 9
code O82), prostate cancer (three-digit ICD 9 code C61), and breast cancer (three-digit ICD 9 code
C50). We restrict the sample to hospitals that had at least 30 admissions with the relevant diagnosis
in a given year. We find that for the period 2004—2009, a one percent decrease in prices increased
the number of admissions for cataracts by 1.07 percent and for tonsillitis by 0.6 percent. For
cesarean sections, the coefficient for price is negative and similar in magnitude to the effect for all
admissions in Table 2. However, the coefficient is not statistically significant. For prostate cancer
and breast cancer the coefficients are positive and insignificant. One limitation of our data is that
we only know patients’ diagnosis codes and not their treatment codes. By using ICD 9 diagnosis

codes we cannot distinguish whether, for example, a cancer patient underwent surgery.

19 Results are available from the authors on request.
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Effects of prices on the intensity of treatment

Table 5 shows estimation results for the effects of changes in base rate factors on the case-mix
index, a measure of the average payment per patient admitted to the hospital. Our estimate for the
baseline specification shown in Column 1 is -0.29. This implies, that a one percent decrease in
base rate factors leads to an increase in the case-mix index by 0.29 percentage points.
Correspondingly, an increase in base rate factors caused the case-mix index to decrease. This
coefficient is statistically significant at the one-percent level. In the same table we also show that
coefficients are robust to not including any covariates (Column 2) and to not controlling for
changes in the average base rate factors of competing hospitals (Column 3). Estimation results are
also not affected by regional demographic and economic time trends and by time trends in hospital
characteristics (Column 4). Results are also robust to excluding the federal states with the highest
share of private hospitals (Hesse and Bavaria) (Column 5) and to excluding the hospitals that

change ownership status (Column 6).

These results suggest that lower prices lead to a substantial increase in the average payment for
hospital patients. There are two possible explanations. First, it is possible that lower prices lead to
an increase in up-coding, i.e. hospitals are more likely to classify services into higher-paying DRGs
when the financial pressure is increasing (Dafny 2005, Jirges and Koberlein 2015). Second, it is
also possible that hospitals respond to lower prices by adjusting the intensity of treatment (Cutler

1995).

DRG cost-weight factors for diagnoses were not constant during our study period. DRG weights

are adjusted annually. Therefore, it is possible that the case-mix index for hospitals with declining
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prices increased not only because of up-coding or more intensive treatment but also because of

higher DRG weights for the services these hospitals offered.
7. Conclusions

We examine the effect of changes in hospital reimbursement prices on volume of care based on a
reform of hospital financing in Germany. We find that a one percent across-the-board increase in
payment rates for the period 2004-2009 leads to a decrease in the number of hospital admissions
by 0.14 percent and to a decrease in the case-mix index — a measure of the average payment per
patient — of 0.29 percent. Our empirical results cannot be explained by pre-existing trends in
volume growth, by heterogeneous effects of the introduction of DRG type payment, by the effects
of mergers or changes in ownership type, or by differences in initial capacity utilization. We also

find no evidence for asymmetric effects of price increases and price decreases.

A unique aspect of our study is that we can mostly separate income from substitution effects.
Previous studies find that hospitals respond to decreases in prices for one group of patients or type
of service by increasing the volume of care for other groups of patients or types of services. For
example, He and Mellor (2012) find that hospitals respond to decreases in prices for Medicare
outpatient services by providing more treatment to privately insured patients. In contrast, price
changes in our study apply to essentially all patients and types of services hospitals provide.
Specifically, price changes apply to both publicly and privately insured patients. Moreover,
hospitals as well as physicians who work at hospitals are largely banned from providing outpatient

services.?’ They cannot easily respond to reduced prices for inpatient care by providing more

2 There is a strict institutional separation between inpatient and outpatient care. With some exceptions, hospitals are
not allowed to provide outpatient care (Simon 2010).
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outpatient services. Our results can also not be explained by demand responses to price changes.

Thus, we interpret our findings as evidence for a negative income effect.?!

One possible explanation for our findings is that a high share of costs for hospitals in Germany is
fixed — at least in the short and medium run. The overwhelming part of hospital costs are personnel
expenditures.?? Hospital physicians are mostly salaried employees, and wages for both physicians
and other staff are set in wage negotiations at the federal level. Layoffs are costly. Since a high
share of costs is fixed the marginal cost of admitting an additional patient can be low. Low
marginal costs make it attractive for hospitals to increase volume of care in response to lower

prices.

Lack of possibilities for substitution and high fixed costs for inpatient care can also be possible
explanations why our results differ from the results of some previous studies. For example, He and
Mellor (2012) and Clemens and Gottlieb (2014) find that medical care providers respond to lower
Medicare reimbursement prices for outpatient care by providing fewer services. They either
increase services to patients not covered by Medicare, or they work less. Since outpatient
physicians in the United States tend to be self-employed, their salaries are not part of the providers’
fixed costs. Interestingly, He and Mellor (2012) find that the negative volume response to price
decreases is smaller for hospitals with a higher share of Medicare patients and for hospitals where
physicians are vertically integrated into the hospital. Thus, their results become more similar to

our results if the institutional setting is more similar to the institutional setting in our study.

2L Some substitution to other types of care is still possible in the German institutional setting, for example by treating
more patients with residence outside the European Union. Thus, our estimates present upper bounds, and the true
income effect might be even more negative than the income effect we estimate.

22 In 2014, personnel expenditures accounted for 59.9% of hospital expenditures (German Statistical Office 2015)
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Our findings have important policy conclusions. They suggest that existing rules to limit volume
growth for German hospitals during our study period did not prevent hospitals from expanding
volumes in response to lower prices. Recent law changes have strengthened rules which aim to
limit growth in hospital volumes (KHSG 2015). For example, hospitals now have to inform
patients about their right to obtain a second medical opinion for selected surgery procedures which
are deemed to be sensitive to demand inducement. Also hospitals face reductions in payment if
they exceed target volumes. Starting from the year 2017, these deductions are calculated based on
the share of fixed costs that can be attributed to a given procedure in a given hospital
(Fixkostendegressionsabschlag). In light of our findings it will be interesting to see how hospitals

respond to these new regulations.

Better understanding the objective function of hospitals is of high interest for both policymakers
and academics. In this study, we find a negative income effect for hospitals in Germany. It will be
interesting to learn from future research whether negative income effects for medical providers

can also be found in other countries and for other institutional settings.
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Table 1: Descriptive statistics

Year 2004 Year 2009

Mean Standard dev. Mean Standard dev.
Number of admissions 10940.590 10452.560 11878.680 11289.700
Case-mix index (CMI) 1.001 0.264 1.012 0.407
Public hospitals 0.408 0.492 0.391 0.488
Not-for-profit hospitals 0.451 0.498 0.442 0.497
Herfindahl index (HHI) 0.189 0.131 0.198 0.139
Unemployment rate 9.935 4.144 7.726 3.007
Average age men 36.950 1.006 37.889 0.889
Average age women 40.093 1.433 40.628 1.298
Population density 0.678 0.722 0.681 0.735
Number of hospitals 801 801

Notes: Descriptive statistics refer to sample in baseline specification (Table 2, column 1).
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Table 2: Effects of price changes on number of admissions

Log volume
Baseline ~ Without Without With Without  No change
covariates price additional Hesse and  of owner
competitors  trends Bavaria type
1) (2) ©) (4) (5) (6)
A price (2004- -0.136**  -0.133**  -0.132** -0.130**  -0.155***  -0.132**
2009) (0.055) (0.055) (0.055) (0.056)  (0.060) (0.058)
Year effects Yes Yes Yes Yes Yes Yes
Regional Yes No Yes Yes Yes Yes
characteristics
Average price Yes No No Yes Yes Yes
of competitors
Trends by No No No Yes No No
regional and
hospital
characteristics
N (Hospitals) 801 801 801 801 689 755

Notes: The table shows estimation coefficients of a fixed-effects linear regression model. The sample includes
observations for the years 2004 and 2009. A price (2004-2009) is defined as log(price 2009) — log(price 2004).
Regional indicators include average age of men, average age of women, population density, and unemployment
rate. All regional characteristics are measured for a hospital’s catchment area. Trends by regional and hospital
characteristics are captured by interaction terms of an indicator for the year 2009 and the following regional and
hospital characteristics (measured in the year 2004): average age of men, average age of women, population density,
unemployment rate, large number of beds, a high HHI index, public ownership, and not-for profit ownership.

Fkk
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Parentheses show robust standard errors, clustered at the hospital level. ™ significant at 10%; ™ significant at 5%;
significant at 1%



Table 3: Heterogeneous effects of price changes on number of admissions

ownership

1)

Log volume
Number Number HHI
admissions beds index

2) 3) (4)

Population
density

(5)

A price (2004-2009)
* public

A price (2004-2009)
* not-for-profit

A price (2004-2009)
* private

A price (2004-2009)
* large volume

A price (2004-2009)
* low volume

A price (2004-2009)
* many beds

A price (2004-2009)
* few beds

A price (2004-2009)
* high HHI

A price (2004-2009)
* low HHI

A price (2004-2009)

* high population density

A price (2004-2009)

* low population density

Year effects

Regional characteristics

Average price of
competitors
N (Hospitals)

-0.076
(0.071)
-0.199%**
(0.066)
-0.136
(0.119)

Yes
Yes
Yes

801

-0.045
(0.073)
-0.186%**
(0.079)
-0.010
(0.054)
-0.191%**
(0.079)
-0.182**
(0.065)
-0.089
(0.089)

Yes Yes Yes
Yes Yes Yes
Yes Yes Yes

801 801 801

-0.154**
(0.078)
-0.116
(0.077)
Yes

Yes
Yes

801

Notes: The table shows estimation coefficients of a fixed-effects linear regression model. The sample includes
observations for the years 2004 and 2009. A price (2004-2009) is defined as log(price 2009) — log(price 2004).
Regional indicators include average age of men, average age of women, population density, and unemployment
rate. All regional characteristics are measured for a hospital’s catchment area. Parentheses show robust standard

errors, clustered at the hospital level. * significant at 10%; ™ significant at 5%;

*okk
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Table 4: Effect of price changes on volume of treatment for specific diagnoses

Log volume
Cataracts Tonsillitis C-section Prostate Breast
cancer cancer
@) (2) 3 4) (©)
A price (2004- -1.071** -0.592*** -0.267 0.045 0.103
2009) (0.463) (0.181) (0.647) (0.256) (0.263)
Year effects Yes Yes Yes Yes Yes
Regional Yes Yes Yes Yes Yes
characteristics
Average price of Yes Yes Yes Yes Yes
competitors
N (hospitals) 114 335 87 219 387

Notes: The table shows estimation coefficients of a fixed-effects linear regression model. The sample includes
observations for the years 2004 and 2009. A price (2004-2009) is defined as log(price 2009) — log(price 2004).
Regional indicators include average age of men, average age of women, population density, and unemployment
rate. All regional characteristics are measured for a hospital’s catchment area. Parentheses show robust standard
errors, clustered at the hospital level. * significant at 10%; ** significant at 5%; " significant at 1%
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Table 5: Effects of price changes on case-mix index

Case-mix index

Baseline ~ Without Without With Without  No change
covariates price additional Hesseand  of owner
competitors trends Bavaria type
1) 2 (©) (4) (5) (6)
A price (2004-  -0.285***  -0.292***  -0.287***  -0.273*** -0.205%**  (.279***
2009) (0.082) (0.081) (0.085) (0.105) (0.088) (0.084)
Year effects Yes Yes Yes Yes Yes Yes
Regional Yes No Yes Yes Yes Yes
characteristics
Average price Yes No No Yes Yes Yes
of competitors
Trends by No No No Yes No No
regional and
hospital
characteristics
N (Hospitals) 788 788 788 788 678 743

Notes: The table shows estimation coefficients of a fixed-effects linear regression model. The sample includes
observations for the years 2004 and 2009. A price (2004-2009) is defined as log(price 2009) — log(price 2004).
Regional indicators include average age of men, average age of women, population density, and unemployment
rate. All regional characteristics are measured for a hospital’s catchment area. Trends by regional and hospital
characteristics are captured by interaction terms of an indicator for the year 2009 and the following regional and
hospital characteristics (measured in the year 2004): average age of men, average age of women, population density,
unemployment rate, large number of beds, a high HHI index, public ownership, and not-for profit ownership.

Fkk

significant at 1%
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Figure 1: Convergence of base rate factors
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Notes: This figure shows the reduction of initial differences in base rate factors during the convergence period.
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Figure 2: Convergence of base rate factors (empirical evidence)
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Notes: This figure shows the empirical distribution of hospital-specific base rate factors for quantiles of initial prices

and the reduction of initial differences in base rate factors during the convergence period.
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Figure 3: Distribution of price changes between 2004-2009
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Notes: This figure shows the distribution of A price (2004-2009). A price (2004-2009) is defined as log(price 2009)
— log(price 2004). The sample consists of N = 801 hospitals.
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Figure 4: Pre-trends and post-trends for the effect of price changes on the number of
admissions
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Notes: The figure shows estimation coefficients and their 95 percent confidence intervals for the effect of changes in
base rate factors (A price (2004-2009)) between the years 2004 and 2009 on the humber of admissions in each year
between 2000 and 2009. A price (2004-2009) is defined as log(price 2009) — log(price 2004).The coefficients are
based on estimation equation (7). The sample includes all hospitals which are included in the baseline specification in
Table 2 column 1. Standard errors are robust and clustered at the hospital level.
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Figure 5: Non-linear effects of base rate factors on number of admissions
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Notes: We group the sample of hospitals into 20 bins of equal size (“ventiles”) according to their total change in base
rate factors over 2004-2009. The x-axis displays the mean of price changes for hospitals in each ventile. The y-axis
shows, for each ventile, the average difference in log number of hospital admissions between 2004 and 2009. We
estimate a trend line from OLS regression using the 20 data points shown in the graph.
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Online Appendix

Table Al: Determinants of price changes

Price change 2004-2009

Coefficient Standard error

Large number of beds in 2004 -0.048*** (0.012)
High HHI index in 2004 0.048*** (0.011)
Public ownership in 2004 -0.032 (0.022)
Not-for-profit ownership in 2004 -0.010 (0.022)
Unemployment rate in 2004 -0.001 (0.002)
Average age men in 2004 0.021 (0.018)
Average age women in 2004 0.024* (0.013)
Population density in 2004 -0.017** (0.007)
N (hospitals) 801

Notes: The table shows OLS estimation coefficients. Parentheses show robust standard
errors. * significant at 10%; ™ significant at 5%; ™ significant at 1%

Table A2: Robustness check — Relationship between initial base rate factor and subsequent
mergers

Mergers (2004-2009) Mergers (2004-2009)
@) 2
A price (2004-2009) -0.038 -0.061
(0.079) (0.081)
Regional characteristics 2004 No Yes
Average price competitors 2004 No Yes
N (hospitals) 1226 1226

Notes: The table is based on data from the RWI hospital panel (a different data source compared to the other tables),
and it shows OLS estimation coefficients. 259 hospital in the sample (= 21.1%) are involved in a merger between
the years 2004 and 2009. A price (2004-2009) is defined as log(price 2009) — log(price 2004). Regional
characteristics include average age of men, average age of women, population density, and unemployment rate in
a hospital’s catchment area. Parentheses show robust standard errors. * significant at 10%; ™ significant at 5%; ™
significant at 1%
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Table A3: Alternative explanation — different capacity utilization before the reform

Capacity utilization 2003  Capacity utilization 2003

@) (2)
A price (2004-2009) -0.110*** -0.103***
(0.029) (0.029)
Regional characteristics 2004 No Yes
N (hospitals) 800 800

Notes: The table shows OLS estimation coefficients. Regional indicators include log average price of competitors,
average age of men, average age of women, population density, and unemployment rate in a hospital’s catchment
area. Parentheses show robust standard errors. * significant at 10%; ** significant at 5%; ™ significant at 1%
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