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Abstract

We present a method to estimate and predict fixed effects in a panel probit model when N is
large and T is small, and when there is a high proportion of individual units without variation
in the binary response. Our approach builds on a bias-reduction method originally developed by
Kosmidis and Firth (2009) for cross-section data. In contrast to other estimators, our approach
ensures that predicted fixed effects are finite in all cases. Results from a simulation study docu-
ment favorable properties in terms of bias and mean squared error. The estimator is applied to
predict period-specific fixed effects for the extensive margin of health care utilization (any visit
to a doctor during the previous three months), using German data for 2000-2014. We find a
negative correlation between fixed effects and observed characteristics. Although there is some
within-individual variation in fixed effects over sub-periods, the between-variation is four times
as large.
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1 Introduction

This paper addresses the prediction of individual-specific fixed effects in a binary panel model when
the individual dimension N is large and the time dimension T is small. Predictions can serve to
rank individuals, or to group them into “high”, “middle”, “low” prevalence categories, or to use
them in further correlation analyses. Examples from the literature where linear panel models are
used to predict fixed effects include those of neighorhoods (Chetty and Hendren, 2015), teachers
(Chetty, Friedman and Rockoff, 2014), workers and firms (Card, Heining and Kline, 2013), judges
(Abrams, Bertrand and Mullainathan, 2012), and doctors and hospitals (Street et al., 2014), to

name but a few.

Clearly, such predictions are noisy for short panels. In addition, if based on maximum likelihood
(ML) estimation of nonlinear binary response models (in contrast to the linear model) two further
problems arise. First, predictions have a small sample bias which also increases their mean squared
error. And second, they may not even exist: in applications there are typically many units with
identical responses in all time periods. For those units, ML predictions of fixed effects are +oo,
depending on whether all outcomes are zero or one. Since the model predicts the outcomes without
error, this situation has been refered to in the literature as “perfect prediction” (see. e.g. Maddala,
1983), a somewhat misleading term in our context, because the predictions of the fixed effects do

not exist then.

The goal of this paper is to study two estimation methods that remove the first-order, O(1/T),
bias of fixed-effects predictions in the probit model when the incidence of “perfect prediction” is
high. These are: (i) BR, the bias-reduction estimator of Firth (1993) and Kosmidis and Firth
(2009); (ii) HS, the penalised likelihood estimator (with a penalty based on the Hessian and score)
of Bester and Hansen (2009). We chose these two approaches because they are relatively simple to

implement, and because they avoid computation of the non-existing ML estimators.

The BR method has been developed specifically for the distribution class of linear exponential
families, of which the probit model is a member. In the probit case, it shrinks the fixed effects
predictions toward zero. It thereby also reduces the variance of the predictions and unambiguouly
improves the mean squared error. The HS method was originally devised to remove incidental
parameter bias for any non-linear objective function. To the best of our knowledge, these methods
have not been considered to date with the specific aim of estimating and predicting fixed effects in

binary response models.



Our main findings are: (i) We show analytically that the BR estimator always delivers finite
estimates of the fixed effects. In a variety of simulation settings, the BR estimator turns out to
be surprisingly good. The BR estimator of the common parameters (covariate slopes) is also bias-
reducing. (ii) The HS estimator reduces first order bias as well. However, we show analytically for
T = 2 and by simulations for T' > 2 that it does not deliver finite estimates of the fixed effects for
units with perfect prediction. This is not a contradiction, since the probability of perfect prediction
vanishes exponentially as T' increases, so the O(1/T') bias does not arise due to perfect prediction.
Overall then, there is a clear recommendation for the use of the BR estimator in applications where

there is a high prevalence of perfect prediction.

The paper adds to, but is different from, a relative recent literature on panel binary probit and logit
models, where the focus was on bias correction for 3, in order to address the incidental parameters
problem (see e.g. Lancaster, 2000, Woutersen, 2004, Arellano and Hahn, 2006, and Arellano and
Honoré, 2001). There also has been some work on estimation of functionals of the distribution of
the fixed effects. Hahn and Newey (2004), Fernandez-Val (2009) and Dhaene and Jochmans (2015)

all consider estimation of average marginal effects in panel models.

In the next section, we formally introduce the problems of first-order bias and perfect prediction in
the context of binary response fixed effects panel data models. We then present the BR estimator,
which solves these problems, and the HS estimator, which does not. In Section 3, we set up Monte
Carlo simulations for predicting the a;’s across a number of differently shaped distributions from
which the true «;’s are drawn. The BR estimator performs well in these simulations, in terms of
bias as well as mean squared error. The simulations also indicate that the BR estimator delivers

reliable estimates of 8 in short panels.

In Section 4, we present an illustrative application related to health care utilization: using panel
data from the German Socio-Economic Panel for the period 2000-2014, we obtain predictions of
the individual specific fixed effects in a model, where the binary variable “any doctor visit during
the last three months (yes/no)” is regressed on a number indicators of socio-economic status and

health status. Section 5 concludes.



2 Econometric methods

Consider a panel probit model with individual-specific intercepts, or fixed effects, o,
Pr(yi = 1|, zit) = ®(oi + 2,8), i=1,...,N, t=1,...,T, (1)

where y;; € {0,1}, ®(+) is the cumulative distribution function of the standard normal distribution,
x; is a vector of covariates and 3 a conformable vector of coefficients. Typically, N is large and T
is small. This model does not make any assumption on the distribution of «;, nor does it require

the a;’s to be exogenous (uncorrelated with z;;).

As noted in the literature, the maximum likelihood estimator (MLE), (d,B) = (aq,... ,&N,B)
has a number of deficiencies in this case. First, B is inconsistent. This is a manifestation of the
incidental parameters problem. Abrevaya (1997) shows for the panel logit model with T = 2, that
plim B = 2. Greene (2004) provides Monte Carlo simulation results for the probit model showing
that the upward bias persists for 7' = 8 and even T = 20. Second, ¢&; is technically inconsistent
for fixed T' and N — oo, and may have poor small sample properties for small T". Third, &; does
not exist if Y, y;x = 0 or if Y, y;+ = T. This is called the “perfect prediction problem” (Maddala,
1983).

We are here mostly concerned with the second and third issues, the small sample bias and the
potential non-existence of &;. Our main approach uses an estimator developed by Kosmidis and
Firth (2009) (see also Firth, 1993) for cross-section data and adapts it to the estimation of fixed
effects in a probit panel data model. We show that the resulting estimator is immune to the perfect
prediction problem. It also is relatively easy to compute, as it can be obtained using an iteratively

weighted least squares estimator (Kosmidis and Firth, 2009).

2.1 First-order bias

Non-linear ML estimators have a finite sample bias. Considering the 7' dimension, the bias can
be split up into an O(T~!) term, the first-order bias, and higher-order terms that converge in
probability at a faster rate. A formal derivation of the first-order bias of ML estimators is given in
Cox and Snell (1971). For an illustration, consider a simple panel probit model with time-invariant
regressors:

Pr(yi = 1|a;, 7;) = ®(a; + Tjy) = (o) (2)



where a; = &; + Z}y and ® denotes the standard normal distribution function. In this case, g; is a

consistent estimator for p; = ®(e;). A standard Taylor expansion gives
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The bias is positive if o; > 0, and hence ®(c;) > 0.5. It is negative for a; < 0. As |a;| goes
to infinity, so does the product of Mills ratios ®(a;)(1 — ®(c;))/$?(c;) and hence the bias, both

absolute and relative.

2.2 Perfect prediction

Perfect prediction in the general model (1) means that the first-order conditions for the ML es-
timator do not have a finite solution. This problem can arise with any ill-designed z-vector, but
the concern here is with perfect prediction arising due to the presence of individual specific effects.

The K + N first-order conditions are:

OBk i1 =1 D(ni) (1 — @ (mir))
T
OlogL & (nin) ‘
ML ;
S ;) = = - d =0, i=1,...,N, 5
where 7;; = a; + x;tﬁ , and K is the number of regressors in x;. Suppose that y;1 = ... =y;7 =0

for some i. Then (5) simplifies to

which does not have a solution since the inverse Mills ratio Aj; = ¢(n;¢)/(1 — ®(ni)) > 0 for finite

nie. Similarly, if y;1 = ... = y;p = 1 for some 4, (5) simplifies to
3o ol _y, @
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which does not have a solution either. In the first case, &; will tend to minus infinity, while it will
tend to plus infinity in the second. Units ¢ where observations are either all equal to zero or all

equal to one are called concordant.

Note that the estimator for [ still exists. As long as there are some panel units with variation in y;;
(i.e., some discordant units), § can be estimated using those observations, based on (4). Perfectly

predicted observations do not contribute to the (concentrated) score, since
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The problem of perfect prediction is most severe for small values of T": as T" increases, it becomes
less and less likely to obtain panel units with g; = 0 or g; = 1, provided that 0 < Pr(y;; = 1) < 1.

For example, in the simple time-invariant model (2),

T T
Pr (Z Yit = 0> +Pr (Z Yit = T) = (1= ®()" + @(a;)” ) (8)
t=1 t=1

Hence, the probability of perfect prediction decreases in 1. For a given T, it has a minimum at
a; = 0. A larger absolute value of «; leads to both a larger first-order bias and a higher incidence

of perfect prediction.

2.3 Bias reduction

Firth (1993) considered the first-order bias of maximum likelihood estimators in the context of
linear exponential family models. He showed that for models with canonical link function, the
first-order bias can be removed by maximising a modified log-likelihood function that includes a
penalty term based on the log-determinant of the information matrix, equal to Jeffreys prior (see

also Ehm, 1991). For binary response models, the logit model provides the canonical link.

For linear exponential family models with non-canonical link function — including, for example, the
probit model — such a modified objective function does not exist. Instead, as shown by Kosmidis
and Firth (2009) and Kosmidis (2007), it is possible to make an adjustment to the score function
that achieves the same first-order bias reductions for the MLE. The adjusted score for the probit



panel model is

1 P (mit) (1 — P(mir)) B (nit)
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where h;; are the it-th diagonal elements of the NT x NT projection matrix
H=WY"X(X'WX)"'x'W'/? (10)

with X the NT x K matrix of the K regressors, and W is the NT x NT diagonal matrix with
typical element wy = ¢(1;1)?/[®(n:1)(1 — ®(nit))]. The Bp-terms of the score vector are adjusted
accordingly. From (9), it can be seen that if we define

oL @) (1 — P(nu))
Yir = Yit thtnzt d)(nzt) ) (11)

then (9) is in the form of the standard MLE score sM L(ai), where y;; is replaced by the pseudo-

response ;.

It is therefore possible to solve the adjusted first-order conditions using an iteratively re-weighted
least squares (IWLS) algorithm (McCullagh and Nelder, 1989, Kosmidis and Firth, 2009), which
makes this approach attractive from a computational point of view. For implementation, pseudo-
responses are constructed, at iteration s, using existing estimates from the previous iteration s—1
to replace the unknown quantities h; and n; with estimates ]Aut(ds_l, Bs_l) and f]it(&s_l,Bs_l).

An implementation in Stata is available from the authors.

To examine whether the estimator based on the modified score (9) exists in the cases of perfect
prediction, we consider the case where all observations of a unit ¢ are equal to one, >,y = T.

Then, we can write (9) as

When «; becomes very large, the first term in the score, gi(«;), approaches zero, because each
inverse Mills ratio in the sum approaches zero. Because h; is an element of the diagonal of a
projection matrix, we have that 0 < h;; < 1 for each hj, so that ga(c;) is bounded. Thus, as «;

tends to plus infinity, the second term, —a;ga(c;), tends to minus infinity. The third term, g3(«;),



tends to some finite constant because it is a sum of 7" finite summands. Thus, the whole score
tends to minus infinity when «; tends to plus infinity. When «; tends to minus infinity, g1(c;)
grows without bound, and so does —a;ga2(«;), while gs(a;) tends to some other finite constant.
Thus, the whole score tends to plus infinity. Since the score is continuous, this implies that it has a
finite solution. Similar arguments can be made to show that a solution exists for the other perfect
prediction case, Y ,yix = 0, as well. This echos earlier results by Heinze and Schemper (2002)
who showed that the Firth method for bias reduction solves the perfect prediction problem for the

cross-sectional Logit model.

An interesting example is the case with no time varying regressors, i.e. the constants-only model.

The first perfect prediction case with g; = 1 gives

a; = 2th: iizg (13)

and the second case, 4; = 0,

a; = —QTZM (14)

where we used the fact that with only a constant in the model, >, h;y = 1. The two cases only

differ in the sign. For T' = 2, 3, 4 the estimates for «; are about +1.06, £1.24, +1.37, respectively.

The associated predicted probabilities Pr@t\: 1) = ®(&;) are about 0.144, 0.107, and 0.086 when
yi = 0 and T = 2,3,4. These estimates reflect the shrinkage away from the lower bound of 0,
which are “built into” this estimator. The amount shrinkage decreases with increasing sample size.
The MLE solution, of course, is a probability of exactly zero, which, while unbiased, might be an
unreasonable prediction for many applications: it means that an event that has not occurred in

two or three periods is deemed impossible.

2.4 HS Estimator

An alternative penalised likelihood estimator has been proposed by Bester and Hansen (2009). We
consider their “HS penalty” constructed using the sample Hessian and outer product of scores,
since an approach based on analytical expectations is not feasible in our context. Although the HS
estimator is very general and therefore applicable to a broad class of models, concrete implementa-

tions require programming of objective function-specific penalty terms. Here, we consider the case



of the panel probit model with scalar fixed effects. In this case, the objective function is
n
QHS(/Baala “ee 7an) = ZQZI{S
i=1

where

T ’1)2
15 = 3 log(@(u)) + (1 = ) os(1 ~ @m0 - (3557 +3) - (19)
t=1 t it

and n;; = oy + 2}, 8 as before.

The first sum on the right-hand side of (15) is the conventional log-likelihood contribution of unit i
for a panel probit model. The remainder is a penalty term which depends on the relative discrepancy
between the outer product of the score, given by equation (5), and the negative of the Hessian,
> 0vit /Oy = Y, iy, both with respect to ;. The adjustment is made only for the log-likelihood
derivatives with respect to the fixed effects, as only those are estimated from a small number of T’

observations. It is not necessary to adjust the score for the common parameter 5 since N is large.

With perfect prediction, e.g. y;1,...4;7 = 0, we obtain

, o(mit)
v = = Ami) [Nnit) — mi] = =i,

where we use the shorthand notation Ay = A(7;z) to denote the inverse Mills ratio and \§; =

OX(nit)/Ocy; its derivative. We can rewrite unit ¢’s contribution to the penalised log-likelihood as

XN 1

T
QIS = "log(1 — ®(nx)) — —+ -,
; 222 2

with associated score for «;
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Since A\ix > 0, 0 < A§ < 1, and A\3* = 0A5 /0o > 0 (see, for instance, Heckman and Honoré, 1990,
p. 1130), only the third term on the right-hand side provides a positive contribution to the score.
However, this term may in general be too small to offset the negative contributions of the first two

terms. As an illustration, consider the simple case where A;y = A; for all . The HS score thus



simplifies to
A e
AY 2292
1 A — 1)
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where the second equality used A%® = 2\;A¢ — A\&n; — A; and therefore A2A8® = \A82 4+ A3 (A¢ —1).

SHS(O@) = —T)\Z'

Thus, we see that there are cases where the HS estimator for «; is not finite. We show in the
Appendix that for T = 2 no finite value of &; may satisfy s7°(;) = 0 over a substantial region of
(24,8, 2!,8) € R In our simulation study in the next section, we also considered several T > 2.
We did not encounter a single case where the HS estimator &; existed for perfectly predicted

cross-sectional units.

3 Monte Carlo evidence

3.1 Experimental design

The primary aim of our Monte Carlo experiment is to investigate the suitability of the approaches
discussed in the previous section for predicting fixed effects, in panel probit models with a small to

moderate number of time periods and a high prevalence of perfect prediction.

In our simulations, the time-invariant individual effects «; are drawn from four alternative distri-
butions: uniform, beta, Gaussian, and Bernoulli, as plotted in Figure 1. The distributions have
been rescaled and shifted to make them more comparable. All distributions have a mean of zero,
or close to zero, and all, or most, of their probability mass lies within the interval [-1,1]. The
distributions vary starkly, however, in their shape. The data generating processes correspond to
a “random effects” model as the distribution of a; does not depend on the regressor. This allows
us to focus on biases purely related to small samples and the perfect prediction problem, whereas

additional dependence on regressors would exacerbate or attenuate those biases.

Below, we report simulation results for N = 100 and 7' € {2,4,8,12}. For each of the four

distributions from Figure 1, we draw one hundred values of «; first, and keep them fixed through all



Monte Carlo replications. There is a single regressor, x;;, which is drawn from a uniform distribution
with support [-1,1]. Again, this is done once for each T and kept fixed over replications. Finally,

the binary dependent variables y;; are obtained as

y = 1(ay + Bag +e0) >0), i=1,...,100 t=1,...,T,

where 55; ) has a standard normal distribution, 8 = 1, and r = 1,...,500 denotes Monte Carlo

replications.

In each of the 500 replications, we keep track of the fraction of perfectly predicted, or concordant,

observations, i.e., the fraction of cross-sectional units for which g(’") =0 or gjzm

i = 1. For instance,

with 7' = 4 and a uniformly distributed «;, the average fraction of concordant individuals over the
500 replications amounts to 24 per cent. This fraction is somewhat lower for the beta (15 per cent)
and Bernoulli (20 per cent) distributions, and higher for the normal distribution (28 per cent).
Plots and summary statistics of our results are based on all finite estimates: since the maximum
likelihood estimator and the HS penalised likelihood estimators of «; do not exist for concordant
observations, the effective replication sample size is below 500 in these cases. For example, for
T = 4, the share of replications for a particular ¢ with concordant observations ranges from 5.6 per

cent to 91.6 per cent. For increasing 7', the incidence of perfect prediction decreases.

3.2 Results

We start our presentation with some summary statistics of the discrepancy between the predicted
fixed effects and their true values. Table 1 lists, for the three considered estimation methods and
for each of the four distributions of «;, the estimated mean and standard deviations of the N = 100
predictions, averaged over 500 replications. These can be benchmarked against the mean and
standard deviation of the (once) simulated «;’s, for instance -0.030 and 0.451 in the case of the

Bernoulli data generating process.

The best-performing estimator in terms of mean is BR. Note that for the ML and HS estimators,
only finite fixed effects predictions can be used, i.e. perfectly predicted units have to be excluded.
The consequences depend on the distribution from which the true «;’s are drawn. In the case of

the beta and normal distributions, for instance, the averaged finite predictions of HS and ML tend

10



to lie below the average of the true individual specific fixed effects. Regarding variation, we find
that for short panels (in particular for 7' = 2), the BR estimator underestimates the true variance
of the fixed effects somewhat. This is a result of the implied shrinkage, and it becomes very minor

for T=8or T = 12.

Table 2 presents means and standard deviations of the estimated B across different distributions
of a; and different number of time periods. The true value is 1. The corresponding entries in the
table confirm that the ML estimator for the common parameter suffers from incidental parameters
bias. The bias is sizeable regardless of the distribution of «;, and it amounts to about 110, 40, 15
and 10 per cent for T equal to 2, 4, 8 and 12, respectively. The HS estimator reduces the bias,
although not very effectively for small T. With T equal to 2, 4 and 8 the biases are still about 100,
20 and 5 per cent, respectively. In contrast, we find that BR removes much of the bias in B . Even
for T'= 2, only a bias of about -10 per cent is left. At T = 4 the bias falls to between 0.6 per cent

(Bernoulli) and 2.3 per cent (normal), and for larger 7" the bias is virtually zero.

3.3 Perfect prediction, bias, and mean squared error

In this section, we show how the prediction quality, measured in terms of bias and mean squared
error (MSE), varies with the prevalence of perfect prediction. As noted before, the BR is unique
among the three estimation approaches, in that it provides a finite prediction of fixed effects for
all observation units, regardless of whether they are concordant (i.e. based on perfect prediction)
or discordant. Formally, one could conclude that HS and ML have infinite bias and infinite MSE,
whereas both are finite for the BR estimator. Hence, in this sense, it clearly dominates HS and ML

for the purpose of predicting fixed effects.

In addition, and alternatively, one can compare bias and MSE for the subset of discordant observa-
tions, and this is what Figures 2-5 do, for T'= 4 and T = 12, respectively, and for bias and MSE.

The bias for each «; is obtained as

500 ]1 500

Bias(a;) = [Z dip| > di (0%@ _ ai) :
r=1 r=1

11



and the MSE is given by

500 ] —1 500

MSE(&;) = [Z dic| > dir (ag) _ Oéi)2 :
r=1 r=1

To account for perfect prediction, concordant observations are given a weight of zero (d;- = 0).

In principle, bias and MSE can be obtained for each «;, ¢ = 1,...,100. In order to highlight the
consequences of perfect prediction in this context, we sorted the 100 values for bias and MSE by
the propensity for perfect prediction, which is a function of the mean dependent variable of unit ¢

across the 500 replications:
500 T

_ 11 r
= 50T 2 U

r=1 t=1
Both s; = 1 and s; = 0 result in perfect prediction, and thus values of §; close to these bounds
indicate a high prevalence of perfect prediction across replications. In Figures 2-5, we group units
into deciles according to their propensity to perfect prediction, and plot the mean bias and MSE
in each decile. Circles indicate bias and MSE of the maximum likelihood estimator, squares that
of HS and triangles that of BR. We also add results for the BR method that uses all observations

(diamonds).

Figure 2 shows the bias results for 7" = 4. Four observations stand out. First, the bias can be
substantial, and reach, in some extreme cases (uniform and Bernoulli) up to a standard deviation of
the underlying distribution of «;. Second, for the subset of discordant pairs, the average predictions
from BR, HS and ML are similar, although BR always has slightly less bias. Third, bias is an
increasing function of the propensity for perfect prediction, and all three methods perform poorly
if this propensity becomes large. Fourth, the BR approach using predictions for all units performs

very well in all cases.

Figure 3 repeats the bias analysis for 7' = 12. As expected, the bias becomes much smaller overall,
which we account for by adjusting the y-scale in the panels. Patterns also appear more variable,
albeit in the small scale, but the BR approach using all observations again outperforms the other

three prediction approaches by far.

12



Figures 4 and 5 show the results for the MSE computations. Among the comparisons of fixed effect
predictions for discordant units only, the BR approach always yields the lowest MSE, followed by
HS. ML is the worst. The dominance of BR is owed to its shrinking property, which reduces variance
without introducing much bias, as we have seen before. However, the real strengths of BR is that
it gives predictions for all units, not only discordant ones. The MSE for all units would be infinity
for both the ML and the HS estimators, yet, the MSE for the BR approach has a comparable fit
to the discordant-only MSEs and decreases quickly from 7" = 4 to 7' = 12 (recall that the y-axis
has been rescaled). Overall, this strengthens our conclusion that the BR estimator is the strongly

preferred approach in the presence of perfect prediction.

4 Application to the determinants of doctor visits in Germany

We apply the new estimator to predict fixed effects in a demand model for doctor visits in Germany.
The analysis uses data for a 2000-2014 subsample of the Socio-Economic Panel, a large representa-
tive household panel survey for Germany (SOEP, see Wagner et. al, 2007). The dependent variable
is an indicator variable, stating whether a visit to a physician did take place (anyvisit = 1), or did
not take place (anyvisit = 0), during the three-months period prior to the annual interview. We
express the probability Pr(anyvisit = 1) as a panel probit model with socio-economic determinants
and fixed effects as explanatory variables, and apply the BR estimator to obtain predictions of the
fixed effects. Our results relate to the previous literature on the demand for health services based
on the number of doctor visits, a count variable (see, e.g., Cameron and Trivedi, 1986, Winkelmann,
2004). Specifically, we zoom in on the extensive margin decision, and correspondingly on the first

step of a possible hurdle count data model (Mullahy, 1986).

Our analysis sample was generated as follows: we restrict the sample to those aged 20-65 at the
time of the interview, in order to allow for meaningful labor market effects of full-time ot part-time
work, as well as earnings. We drop observations with missing values on marital status, disability
status and self-assessed health. We retain a balanced panel of 55,230 person-year observations,
representing 1997 women and 1685 men. Finally, we split the observation period into three five-
year intervals, 2000-2004, 2005-2009, and 2010-2014, and estimate separate models for the three
subperiods. We thereby obtain three separate predictions of fixed effects for each individual. One

goal of the analysis is to use these predictions to assess their stability over time.

13



Table 3 provides some summary statistics, separately for men and women and for the three time
periods. The share of men with at least one visit increases from 55.8% for the years 2000-2004
to 63.7% for the years 2010-2014. Since this is a balanced panel, the average age increases by
exactly five years for each five year period by construction. The increasing age is associated with
a worsening of self-assessed health (SAH) over time. SAH is measured on a five-point scale, where
the best outcome [1] means “Very good” and the worst outcome [5] means “Bad” (the intermediate
outcomes are “Good”, “Satisfactory”, and “Poor”, respectively). Similar patterns for SAH and
anyvisit are found for women. The main difference is their overall higher prevalence of doctor
visits. Our panel analysis will allow us to estimate the effect of SAH (and other variables, including
age, employment and income) on the probability of at least one doctor visit per three-months

period, from within-subject variation in those characteristics.

The penultimate row of the sub-panels of Table 3 states the proportion of perfectly predicted out-
comes by gender and period. This proportion varies from a minimum of 29 percent to a maximum
of 46 percent. There is an interesting pattern here, as the proportion with perfect prediction in-
creases over time for both men and women, and is overall higher for women. Before, we noted the
same pattern for the proportion of any visits. This is not a coincidence: in our application, most
perfectly predicted observations satisfy g; = 1, i.e. they go in the direction of any utilization. The
opposite case, y; = 0, is relatively less common. Hence, all factors that increase Pr(anyvisity = 1)
will also tend to increase the prevalence of perfect prediction. We see in the last row that the
proportion of individuals with at least one visit is always smaller in the non-perfect prediction
subsample than in the overall sample. This is interesting, because it means that dropping perfectly
predicted observations, as is required for the brute-force estimation of the panel probit model with
fixed effects, suffers from an endogenous selection problem, on top of the incidental parameters

bias. The BR estimator keeps all observations and therefore avoids this kind of issue.

4.1 Estimation results

A total of six models were estimated, one for each five-year period, separately by gender. Since the
focus of this paper is on predicting fixed effects, we display in Table 4 only a subset of the regression
results, based on the period 2010-2014 (the others are available on request). The main takeaway

is that the brute force probit coefficients, based on a model with dummies for each person without
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further adjustment, tend to be biased upward: this reflects a possible combination of the incidental
parameters bias and a selection bias, since about 40 percent of observations are concordant and
need to be dropped (3370 out of 8425 for men, 4555 out of 9985 for women). The reduced sample
size also leads to estimated standard errors that are correspondingly higher for the brute-force

probit model relative to the BR probit model.

We note that a worse self-assessed health (which is an increase in the SAH variable as coded here)
increases the probability of any visit for both men and women. For women, statistically significant

effects can be found as well for disability and fulltime work.

4.2 Predicting fixed effects

Once a BR probit model has been estimated, predictions for the individual specific fixed effects are
directly available for further analysis, e.g. for ranking of individuals by their underlying propensity.
Figure 5 gives an example for the distribution of the fixed effects for men in the 2010-2014 period.
The histogramm appears approximately normal distributed, although this of course does not need

to be that way.

One use of the predictions is to study their stability over time. For each person (e.g. for N = 1684
men), we obtain 7' = 3 distinct predictions. The total variance for the NT = 5052 fixed effects is
given by 1.046; When we decompose this variance, we find that the between variance is 0.762, with
the remaining 0.284 reflecting the within variance. Hence, there is some instability of the fixed
effects over time; however, it only contributes about 25 percent to the overall variance. Hence, the

fixed effects capture mostly between person differences in the propensity of health care utilization.

Another way to look at stability over time is in terms of bivariate scatter plot, see Figure 6. Again,
we find a substantial positive correlation in estimated fixed effects for the same person between

adjacent sample periods.
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Finally, one can use predictions to explore any time-invariant relationships between the observed
and unobserved components of the demand for health services. For the observed components (or
propensity), define 7); = Isz , where x; are the average characteristics and B is the coefficient vector
from the BR probit regression. For men in 2010-2014, the correlation between ¢&; and 7); equals
-0.35; Hence, individual difference in observed factors tend to be associated with unbservables that
move in the other direction. Ignoring this correlation (such as in a pooled probit model) would

understate the importance of either of the two.

5 Conclusions

This paper studied bias-reduction approaches to address perfect prediction problems in fixed-T
panel probit models for binary responses with fixed effects, and applied them to study the deter-
minants of health care utilization in Germany. We advocated an estimator based on Kosmidis and
Firth (2009), which has not been adapted to the context of panel data so far, and for which we

showed that it always produces finite predictions of all fixed effects.

Perfect prediction is a problem which is very common in applications, especially in short and very
short panels. In the data of our application—a balanced panel covering a five-year period—about
40 percent of the observations were concordant and would have led to infinite estimates for the
corresponding fixed effects had we used conventional panel data model estimators or bias-corrected
estimators. While the incidence of the type of perfect prediction we discussed in this paper lessens
with increasing 7', a substantial incidence of perfect prediction can persist even in longer panels if

the outcome is a rare event.

We focussed on the probit model as it is a common choice in empirical work, but the advocated
approach is applicable to a number of other binary response models as well. More broadly, the
estimator can be extended to other nonlinear fixed effects panel models which suffer from perfect

prediction, such as models for ordered and count data.
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Figures and Tables
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Figure 1: DISTRIBUTIONS OF «;

Notes: Distributions from which «; were drawn for the Monte Carlo simulation: “uniform” corresponds to a uniform distribution
on the interval [-1,1]; “beta”, to a Beta distribution with shape parameters 2 and 5, rescaled to the interval [-1;1] by multiplying
the variable by 2 and subtracting 0.5; “bernoulli”, to a modified Bernoulli distribution taking the value -0.75 with probability
0.25, and the value 0.25 with probability 0.75; and “normal”, to a Normal distribution with mean 0 and variance 0.5.
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Source: German Socio-Economic Panel 2010-2014, BR probit estimates.
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Table 1: MC SIMULATION: ESTIMATES OF E(a;) [MEAN] AND SD(a;) [SD]; N =100, 500 REPLICATIONS

T=2 T=4 T=28 T =12
Mean SD Mean SD Mean SD Mean SD

«; ~ Bernoulls
True -0.030 0.451

ML 0.025 0.778 -0.030 0.361 -0.019 0.452 -0.032 0.482
HS 0.024 0.752 -0.027 0.317 -0.017 0.405 -0.029 0.445
BR -0.018 0.353 -0.023 0.420 -0.031 0.446 -0.034 0.453

a; ~ Uniform
True -0.045 0.585
ML 0.025 0.819 -0.048 0.445 -0.047 0.573 -0.053 0.620
HS 0.024 0.794 -0.042 0.388 -0.043 0.512 -0.049 0.572
BR -0.044 0431 -0.041 0.540 -0.047 0.576 -0.050 0.588

«a; ~ Beta
True  0.034 0.296
ML -0.147 0.836 -0.014 0.317 0.025 0.305 0.034 0.318
HS -0.142 0.809 -0.014 0.281 0.022 0.274 0.031 0.295
BR 0.007 0.229 0.027 0.290 0.032 0.295 0.033 0.296

a; ~ Normal
True  0.045 0.733

ML  -0.138 0.831 -0.000 0.473 0.028 0.638 0.047 0.710
HS -0.133 0.803 -0.002 0.410 0.024 0.569 0.043 0.650
BR 0.009 0.502 0.038 0.629 0.040 0.696 0.043 0.715

Notes: Rows labelled “True” contain the (true) mean and standard deviation of the 100
drawn a; for each of the four distributions (Bernoulli, uniform, beta, and normal). Cells in
rows ML, HS and BR contain the average, over 500 replications, of the mean and standard
deviation of the estimated «; for each of the three estimators.
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Table 2: MC SIMULATION: MEAN AND STANDARD DEVIATION [SD] oF § (8 = 1, 500 REPLICATIONS)

T=2 T=4 T=28 T=12
Mean SD Mean SD Mean SD Mean SD

«a; ~ Bernoullt
ML 2.105 0.673 1.400 0.256 1.154 0.122 1.092 0.089
HS 2038 0.658 1.246 0.228 1.055 0.111 1.022 0.083
BR 0953 0.240 1.006 0.169 1.007 0.103 1.002 0.080

a; ~ Uniform
ML 2.206 0.747 1427 0.272 1.163 0.122 1.098 0.091
HS 2138 0.730 1.268 0.241 1.063 0.110 1.028 0.084
BR 0928 0.242 0.997 0.173 1.005 0.102 1.004 0.082

«a; ~ Beta
ML 2.075 0.716 1.364 0.231 1.143 0.125 1.084 0.086
HS 2009 0.699 1.212 0.204 1.047 0.113 1.018 0.081
BR 0942 0.268 1.013 0.159 1.004 0.107 0.999 0.078

a; ~ Normal
ML 2195 0.990 1.410 0.263 1.163 0.126 1.103 0.090
HS 2124 0967 1.253 0.234 1.063 0.114 1.030 0.083
BR 0.889 0.250 0.977 0.165 0.997 0.105 1.001 0.080

Notes: Cells contain the average and standard deviation, over 500 replications, of
the estimated (8 for each of the three estimators, ML, HS, and BR. The true value

of Bis 1.
Table 3: Descriptive statistics, by period
2000-2004  2005-2009 2010-2014

Men

Any visit 0.558 0.594 0.637
Age 39.5 44.5 49.5
SAH 2.38 2.55 2.67
Perfect prediction 0.291 0.312 0.400
Any visit|pp=0 0.515 0.523 0.537
Women

Any visit 0.721 0.728 0.742
Age 39.0 44.0 49.0
SAH 2.43 2.55 2.67
Perfect prediction 0.388 0.418 0.456
Any visit|pp=0 0.603 0.593 0.593
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Table 4: Probit and BR Probit results, 2010-2014

Men Women

BR Probit Probit BR Probit Probit
Age 0.005 0.001 -0.009 -0.001
(0.062) (0.088) (0.052) (0.080)
Age squared/100 0.009 0.022 0.006 -0.003
(0.063) (0.090) (0.053) (0.083)

Fulltime work -0.125 -0.178 0.242 0.371
(0.171) (0.266) (0.115) (0.187)

Parttime work 0.056 0.077 0.155 0.245
(0.163) (0.257) (0.104) (0.167)

Married -0.008 -0.009 0.002 0.029
(0.117) (0.164) (0.104) (0.162)

Disability 0.165 0.343 0.376 0.976
(0.120)  (0.218)  (0.113)  (0.275)

Self-assessed health 0.311 0.453 0.258 0.385
(0.028) (0.042) (0.023) (0.038)

log household income -0.013 -0.019 0.014 0.011
(0.071) (0.106) (0.051) (0.080)
log earnings 0.003 0.001 -0.011 -0.017
(0.018) (0.028) (0.012) (0.019)

Observations 8425 5055 9985 5430

Fixed effects yes yes yes yes
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Appendix A: Panel probit HS estimator for T=2

For T' = 2, the score for «; corresponding to the HS estimator is

MAF + 2008 1T (AT + AT +A9)

AY 4+ A8 2 (AT +2g)?
—20\1 4+ M) (AT +28)% = 20027 + M) (AT + A) + (A + A (A + A7)
O +5)° |

SHS(OQ‘) = —()\1 + )\2) —

where we have suppressed the dependence of the notation on ¢; that is, A;; = Ay, etc. Since the

denominator is positive for any (11, 7:2) € R?, we only need focus on the numerator, sZ5 (a;):

SHS (o) = =AM AS2 =AM A2 —2X1 252 =200 AT2 =AML AFAG =6 A AFAGAAZAS G AZAG Y4 AZAGOHAING,

num
For the last four terms, we use

NATY = AZ2NAY — AT — )
= /\3[)\?()\75 — ) + M (A = 1),

which for ¢ = s simplifies further to
AT = MAPZ 4+ A = 1).
Inserting these expressions for the four last terms and rearranging, we obtain

HS
Snum (al) =

—3AAZ — 352 — 2X1092 — 200082 — BAIADAS — BAAFAY + AT — 1)+ A5(\S — 1)
FAAF(A = 171) + ABA(AY = 1) + AIAG (A2 — 1m2) + AA(AS — 1).

Other than the two terms underlined with a solid line, all terms are strictly negative. We are
interested in the case 11 # m2; the case 1 = 1y was discussed in Section 2.4. Without loss of

generality, assume 7; > 7o. This implies A1 > Ag and A{ > AS.

Then, the sum of the first term and the first underlined positive term is negative:
—3AATZ + AT (A — M) < —3MATE 4+ ATAT (A — 1) = —2M0)% < 0,

where the first inequality used A} > A3. Thus,

nHuSm (al) <

M2 = BAAGZ — 20097 — 2X0A82 — BALATAG — 6AATAY + AP (A — 1) + A3\ — 1)
FXAAAT = 1) + A5 (A2 — m2) + A Aa(AS — 1),

S
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where the underlined term is the only positive one.

We now consider a case where &; does not exist. Suppose 1 <y —n2 < 6; that is, 1 < 2}, 6 —a},8 <
6. We only consider the limit case, as the results for differences smaller than 6 follow immediately
using the same arguments.! Without loss of generality, 71 = a4, 72 = o; — 6. We consider only the

first, the fifth and the underlined positive term from the right-hand-side of the previous inequality:

—2MAD% = 6AIAAS + ATAT (A2 —m2) = —2ATAT(A1 — 1) — 6ATAS (AL — m1) + ATAS (A2 — n2)
1 [0 [0
= 5)\% [AS (A2 — m2) —4AT (A1 — m)]
1
+§>\%>\3 A2 — 2 — 12(A1 — m1)]

= DX lglm) — dg(m)] + X [n(m) — 12h(m)],

where we defined the functions g(n) = A*(A —n) and h(n) = A —n. The factors multiplying the
two terms in brackets on the right-hand-side of the last equality are positive for all «;, so it suffices
to show that the terms in brackets are negative for any finite value of a; to prove that s7%(ay) is

negative for all a; € R and thus that for 2/, 8 — 2},8 = 6 the estimator &; does not exist.

Figure 8 plots the two terms in brackets. Each one is negative over the entire plotted range (green
dash-dotted lines). This holds in general as well. Consider the first term in brackets, g(n2) — g(n1).
It is straightforward to show that the function g(n) is positive for all  and has a unique global
maximum of about 0.52 at about n = —0.3826. Then, since 4g(—0.3826 + 6) ~ 0.6547 > 0.52, the
first term in brackets is strictly negative for all o;. (In the left panel of Figure 8, this can be seen as
the solid blue line, which depicts 4¢(«;), clearly passes over the maximum of the red dashed line,
which depicts g(a; — 6).)

Now consider the second term in brackets, h(n2) — 12h(m) = h(a; — 6) — 12h(;). As oy — —o0,
the slopes of the two components tend to A'(c; — 6) — —1 and —12h/(e;) — —12. For a; —
+00, we have h'(o; — 6) — 0 and —12h'(c;) — 0. The slope h'(n) = A* — 1 is monotonically
increasing with exactly one inflection point, h”(n*) = 0, at about n* ~ —1.002. Thus, to show
that 12h(e;) > h(a; — 6) for all «;, we just need to show that this holds at & = «a° where
12K/ (a®) = h/(a® — 6) (i.e., where the slopes of the two components are the same), and at a = o*
where h”(a* —6) = 0 (i.e., at the inflection point of the positive component). Here, a® & 2.468, at
which point h(a®—6) —12h(a®) ~ —0.367; and o ~ 4.998, at which h(a®—6) —12h(a®) ~ —0.950.
(In the right panel of Figure 8, this can be seen as the solid blue line, which depicts 12h(q;), always
lies higher than the dashed red line, which depicts h(c;).)

!This example is meant as an illustration. The interval 1 < x}; 8 — 248 < 6 is not a tight bound for the interval
in which &; does not exist. However, differences such as z}, 3 — z}53 = 6 already represent quite extreme change in
the covariates of a unit ¢; in this case, corresponding to a change of 6 standard deviations in the distribution of the
error term.
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Figure 8: APPENDIX: SOME TERMS IN s79(a)
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PANEL I: g(n2) — 4g(m) PANEL II: h(n2) — 12h(m)
Notes: For both panels, 11 = «, 72 = a — 6. Panel I: g(n) = A*(A — ). Panel II: h(n) = XA — n. The

blue solid lines show the absolute value of the negative term, the red dashed lines the positive term
of the functions. The dash-dotted green line depicts the sum of the negative and positive terms.
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