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Self-Reported and Measured BMI in Ireland: Should We
Adjust the Obesity Thresholds?

1. Introduction

Obesity has become one of the most important public health issues in Ireland. In 2005 a
report was produced by the National Taskforce on Obesity and an extensive list of
recommendations was provided. In 2009 areview of these recommendations was carried out
and since the original recommendations were only partially implemented a Special Action
Group was set up to work across Government Departments and agencies. The statistics
motivating these concerns came from the nationally representative Slan data (which was
collected in 2006) and showed rates of obesity of 25% and rates of overweight of 39% (both
based on measured as opposed to self-reported data), while the National Adult Nutrition
Survey (which looked at data from the 2008-2010 period) indicated that 24 per cent of adults
were obese and 37 per cent were overweight.

Rates of obesity and overweight are typically measured via body mass index (BMI). BMI is
obtained by dividing weight (in kilos) by height (in metres) squared. The World Health
Organisation suggests a threshold BMI of 25 for “overweight”, a threshold of 30 for
“obesity” and athreshold of 40 for “severely obese”.

It is important to note that there is criticism of BMI as a measure of obesity with some
authors suggesting that other measures such as total body fat, percent body fat and waist
circumference are superior measures of fatness (see Cawley and Burkhauser, 2007).
However, while these measures may provide a more accurate indicator of obesity, they are
expensive to produce and in terms of large-scale nationaly representative samples, the
likelihood is that BMI will remain the most commonly used indicator of obesity for the
foreseeable future.

However, there is a further issue with BMI as it is frequently reported in large scae
nationally representative samples. Once again, for reasons of economy, it is typically the
case that BMI is calculated from self-reported height and weight. This clearly gives rise to
scope for mis-reporting (compared to true measured height and weight). If mis-reporting was
random (people being as likely to over and under report their height/weight) then reported
mean BMI would still be unbiased, but reported variance would be higher than “true”
variance. However if misreporting is systematic, then this represents a more serious
problem, since it suggests that mean BMI as calculated from national samples may be biased,
and further problems emerge if the degree of bias differs across categories such as age,
gender and socio-economic background.

Evidence worldwide, and for Ireland (Connor Gorber et al, 2008, Shiely et a, 2010), suggests
that mis-reporting in self-reported BMI is not random and that through a combination of
over-statement of height and under-statement of weight, self-reported BMI will typically



underestimate “true” (or measured) BMI. Moreover, Shiely et al demonstrate that this degree
of mis-reporting appears to be increasing over time in Ireland. However the evidence for
Ireland is relatively sparse as there are not many large scale datasets which include both self-
reported and measured BMI.

An dternative perspective on thisissue is provided by Dauphinot et a (2009). Using a Swiss
sample with self-reported and clinically measured BMI they find as per the references above,
evidence that self-reported BMI understates obesity levels. However using Receiver
Operating Characteristic (ROC) curves, they calculate what the threshold level of self-
reported BMI should be in order for it to provide the “optimal” signal of true underlying
BMI. However, their revised thresholds have been criticized on the basis that they are
relevant only for their specific dataset and for other datasets, different thresholds may be
optimal (Shi et a, 2009, Bopp and Faeh, 2009).

This paper also examines the relationship between self-reported and measured BMI and
discusses the role of ROC curves. However we employ a wider range of approaches to
calculating the “optimal” threshold and show how calculated thresholds can vary quite
substantially depending upon the approach adopted. In particular we show that some of the
more popular approaches may lead to analysts unconsciously making value judgements
regarding the relative costs of different types of mis-classification. We aso examine whether
the optimally calculated threshold differs according to characteristics such as age and gender.

In section 2 of the paper we explain the application of ROC curves to the relationship
between self-reported and measured obesity and we also outline the different possible
approaches to obtaining the optimal threshold. In section 3 we present our data and results
while section 4 provides concluding comments.

2. Receiver Operating Characteristic (ROC) Curves

The ROC curve provides a useful procedure for analysing the extent to which a given signa
can detect an underlying condition. In the application here, measured BMI is taken as the
“true” or gold standard measure of obesity and a threshold of 30 for this measure partitions
the population into the binary categories of obese and non-obese. We then assess the degree
to which self-reported BMI (sometimes called the “marker”) produces the “same’ partition.
If self-reported BMI assigns someone as obese who is aso obese under the measured BMI
definition then thisis called a“true positive” (TP). If it signals someone as obese who is not
obese under the measured definition it isa“false positive” (FP). If it signals someone as non-
obese even though they are obese under the measured definition it is a “false negative” (FN).
Finally “true negatives’ (TN) are those who are classified as non-obese under both
definitions.

The TP rate is sometimes called the sensitivity (Se) of the signal and is TP/(TP+FN), while
the corresponding concept for the TN rate is known as specificity (Sp) and is TN/(FP+TN),
which in turn is equal to one minus the FP rate. The ROC curve then graphs the TP rate (on
the vertical axis) against the FP rate (one minus the specificity rate) for al possible values of
the self-reported obesity threshold. Thus as the threshold goes from its lowest to its highest



level the ROC curve traces out from (0,0) to (1,1) and the better the signal the further above
and to the left (or north-west) of the 45° line will be the curve. The less accurate the signal
the nearer the curve will be to the 45° line. If the curve lies below the 45° line then it is
effectively acting as a contra-indicator and paradoxicaly the further to the south-east the
curve lies the better, since the ROC curve for the negative of the indicator is smply the
mirror image of the ROC curve for the original indicator. Figure 1 shows an example of a
typical ROC curve.

For a given marker, each point on the ROC curve will correspond to a particular threshold
and the ROC curve shows the combination of sensitivity and (one minus) specificity which
are associated with that threshold. Clearly avery low threshold will provide very high levels
of sensitivity (lots of TP and very few TN), but at the cost of low specificity since a low
threshold will likely also have high rates of FP. Likewise a very high threshold will produce
high levels of specificity but at the risk of low levels of sensitivity.

If we have a number of different possible markers for the same underlying condition then the
ROC curve can be used to make a comparison between these markers and their usefulness as
asigna. Clearly if the ROC curve for one marker always lies above and to the left of that of
another, then the former marker acts as a better signal for all values of the threshold and can
be said to “dominate” (since it will have higher levels of both sensitivity and specificity).
However there is no guarantee that dominance will be found when comparing any two
markers. In that case a summary index may be used. Probably the most popular one is the
area under the ROC curve (AUC). If the ROC curve lies on the 45° line then this area equals
0.5 and this corresponds to the situation where the marker effectively gives no signal. If the
ROC curve corresponds to the vertical line from (0,0) to (0,1) and then across to (1,1) the
AUC is one and the marker gives a perfect signal. Intuitively the AUC corresponds to the
probability that self-reported BMI for a randomly chosen obese person is higher than the self-
reported BMI for a (randomly chosen) non obese person.

One criticism which has been made of the AUC as a summary index of a marker’s ability to
detect the underlying condition is that it will to some extent be determined by areas
corresponding to either very high or very low thresholds, values which are very unlikely to be
chosen by the analyst, but which yet might still influence the ranking of two markers by
AUC. To overcome this, some analysts have suggested instead the use of the partial AUC
whereby the area is measured for only a limited range of the threshold, a range which would
not include clearly unreasonably high (or low) values of the threshold.

The ROC curveis clearly avery useful graphical device when making a comparison between
two different markers for an underlying condition. Asillustrated by Dauphinot et al (2008) it
can also be of use in the case where we have only one marker which is continuous, but where
we wish to choose the optimal threshold, so that the partitioning of the population into obese
and non-obese by the marker (self-reported BMI) is in some sense “closest” to the
partitioning by the true measure (clinically measured BMI). But how do we choose the



optimal level of the threshold?" As discussed in Greiner et al (2000) there are a number of
approaches we can take. One approach is to utilise the ROC curve and to choose that point
which maximises the Y ouden J index i.e. the point which gives the maximal vertical distance
from the ROC curve to the main diagonal, in other words the point which is most “north-
west” on the ROC curve, asillustrated in figure 2. Intuitively the Jindex is SetSp-1i.e. the
sum of the sensitivity and specificity rates (minus one).

However, there are other possible and arguably equally plausible criteria for choosing the
optimal threshold. For example, we could choose the threshold which maximises the
percentage of cases which are correctly classified (or minimises those mis-classified).
Greiner et a labd this efficiency, and it is that value of the threshold, t*, which maximises
P.Se(t) + (1- P).Sp(t) , where P represents the prevalence of obesity (in proportional terms).

Another approach is to choose that threshold which maximises the odds ratio. Suppose the
2x2 table of self-reported and clinically measured obese for any given threshold point t is
given by the following table, where a, b, ¢ and d are the numbersin each cell and “1” and “0”
refer to diagnosis and non-diagnosis of obesity respectively.

Clinicaly Measured Obesity

Self Reported 0 1
Obesity

0 a b

1 c d

In this instance the odds ratio is 2—2 . For each value of t there will be a corresponding odds

ratio. The optimal threshold is that value of t, t*, which maximises the odds ratio, which is
effectively theratio of correct to incorrect classifications.

It is important to note that the efficiency and Y ouden J approach are both specific cases of a
more generalised approach. The rate of false negatives for any given threshold t, will be
P.(1-Se(t)), while that of false positives is (1-P).(1-Sp(t)). Note that in this case we are
referring to the rate of FN relative to the total population (hence we multiply by P), as
opposed to the rate relative to those who are truly obese. However the analyst may associate
different costs with different types of mis-classification. For example, it seems reasonable in
the case of obesity that analysts would assign a higher weight to FN rather than FP, since if
someone is diagnosed FN they may not take precautions in terms of diet and lifestyle which
they probably should. A diagnosis of FP on the other hand may lead them to consult their GP
where their “true” BMI will presumably become known.

! Note that while the AUC could be used as a criterion when choosing between different “markers’ for BMI,
such as a choice between self-reported BMI versus percentage total body fat, it is not used when choosing an
optimal threshold for a given marker, since the AUC will be determined by all points on the curve and each
point corresponds to a different threshold.




Suppose then that the cost of a false negative is given by C.,, and that of a false positive by
Cer. Then the total cost associated with any given threshold
iISCpy .P.(1— Se(t)) + Crp.(1— P).(1— So(t)). A decision rule could then be adopted to choose
that threshold, t*, which minimises the above expression or equivaently which minimises

r.P.(1- Se(t)) + - P).(1- (1)) , where r = gﬂ isthe relative cost of FN compared to FP.

FP

As pointed out by Smits (2010), the choice of a threshold based upon the maximisation of
Youden's Jis equivaent to a choice based on a minimisation of cost where r, the ratio of the

cost of FN to that of FP is set equal to % . Thus Youden's Jis a specific case of a more

general decision-based approach. Another way of looking at this is should an analyst choose
that threshold which maximises the value of Youden's J, they are implicitly (and perhaps

unknowingly) imposing a relative cost of FN to FP equal to% , aratio which may or may
not conform to the actual values or beliefs of the analyst.

It is dso clear that the value of t which maximises efficiency is aso that which
minimisesr.P(1— Se(t)) + (1— P)(1— Sp(t)) where r=1. Thus both efficiency and Y ouden’'s J
can be regarded as special cases of amore general decision-based approach.

The approaches we have described above essentially involve choosing that threshold which
minimises a weighted average of the cost of FP and FN, where the weights can either be
chosen explicitly by the analyst or may be implicitly chosen by the choice of an index such as
the Youden Jindex. However, it is aso possible that the analyst may take what we can call a
lexicographic or constrained optimisation approach. Suppose, as would seem natural in the
application here, that the analyst regards FN as more costly than FP. The analyst could then
choose a benchmark level of FN above which he is not prepared to go. The threshold is then
that level which minimises the FP rate subject to attaining the given level of FN. It is
lexicographic as priority isfirst given to attaining a certain level of FN and then the threshold
is chosen which optimises FP. It can also be regarded as a constrained optimisation approach
in that FP is minimised subject to attaining a given level of FN.

Thus there are a number of criteria which could be applied to choose the optimal threshold.
The degree to which the different criteria give different values of t*, and also the degree to
which these different values of t* differs between different populations is ultimately an
empirical matter which we now investigate. We examine how t* varies according to the
following different criteria: efficiency, Youden’'s J, maximum value of the odds ratio and the
minimum cost basis where we choose a range of r (some values of r, of course, having
already been included in efficiency and the J index), and a lexicographic approach where we
choose three values of FN (1%, 5% and 10%). The latter is equivalent to choosing sensitivity
levels of 99%, 95% and 90%. We also examine how t* varies according to age and gender.

We now discuss our data and present our results.



3. Dataand Results

Our data comes from the Survey of Lifestyle, Attitudes and Nutrition in Ireland, usually
known as the Slan survey. The Slan surveys were carried out in 1998, 2002 and 2007. For
this paper we use the 2007 data, since as well as providing information on self-reported BMI
it also provides information on clinically measured BMI for a reasonable sized subset of the
sample (data on measured BM| was also provided for 1998 and 2002 Slan but proportionally
these sub-samples were only half as large as that for 2007). The Slan 2007 survey is a
comprehensive, nationaly representative survey carried out by face-to-face interview in the
respondent’ s house with a sample size of 10364. The 2007 sample was provided by the Irish
Social Science Data Archive (ISSDA) with the Geodirectory (a listing of al residentia
addresses in Ireland compiled by the postal service) used as the sampling frame and weights
supplied with the data (in all subsequent analysis sampling weights are applied). Morgan et a
(2008) provide greater detail.

Self-reported BMI was collected as all respondents were asked to self-report their weight
without clothes and their height without shoes. In addition about 20 per cent of the sample
(2174) aso underwent a medical examination, which included height and weight
measurement. Respondents provided the self-reported data before their examination, and
weight and height were measured in light clothing without shoes. Weight was measured to
the nearest 0.1 kg using electronic platform scales and height was measured to the nearest 0.1
CM using measuring rods.

Since the purpose of this paper is to examine the relationship between self-reported and
measured BMI we are forced to restrict our sample to those who provided data on both. In
the version of Slan provided to us by ISSDA we initialy had 2171 observations where
measured BM| was available. We then had to discard those observations where self-reported
BMI was not available and this brought the sample size to 1976. When examining summary
BMI statistics for this group, it became clear that there were a small number of cases which
appeared to suffer from measurement error (e.g. recorded self-reported BMI of zero), and so
it was decided to trim the data by removing all observations with BMI (either self-reported or
measured) less than 15 or greater than 50. This brought the sample size to 1874.

Given the adjustments which had to be made to the data it is important to check that the
remaining sample is reasonably representative. Table 1 gives summary statistics for our
sample and for the complete Slan 2007 sample (the latter figures were obtained from the Slan
2007 report, see Morgan et a, 2008). The discrepancy between self-reported and measured
BMI is clear. Thereis agap of over 9 per cent between measured obesity and self-reported
obesity i.e. “true’ obesity is higher than self-reported by almost two-thirds and the t statistic
for the paired t test is 12.9, with a p value of 0.000. In terms of actual BMI (as opposed to
BMI categories) self-reported BMI is about 1.4 below measured BMI1 and a paired t test of



the null hypothesis of equality of measured and self-reported BMI gives at statistic of 26.3
and a p-value of 0.000.

Table 1 aso shows that the data used in our analysis has a dlightly younger age profile and
correspondingly a dlightly higher education profile. Nevertheless, on the basis of table 1 it
seems reasonable to suggest that the sample analysed in this paper is close enough to the
overall Slan sample to permit us to calculate revised optimal thresholds for self-reported BM|
that should prove useful to policy-makers.

Figure 3 confirms the summary statistics, showing the kernel density for measured and self-
reported BMI, while figure 4 shows the ROC curve. The density for measured BMI shows
more weight in the right hand side of the distribution.

We now look at a cross-tabulation between self-reported and measured obesity. Table 2
shows this cross-tabulation on the basis of a threshold of 30 for both measures. This table
shows that if we use athreshold of 30 for both measures then self-reported BMI will correctly
classify about 87% of observations i.e. (1386+250)/1874. This corresponds to a sensitivity
rate of about 55% and a specificity rate of about 98%.

Before calculating optimal thresholds under the different criteria outlined above, it might be
worth checking the type of factors which might influence the difference between self-
reported and measured BMI. This would be helpful in terms of identifying different sub-
groups who might have a different optimal threshold. In table A1 we present results from a
simple linear regression, where the dependent variable is measured BMI less self-reported
BMI and we have regressed it against a number of demographic and lifestyle factors. The
demographic factors we choose are age, gender, education and marital status, while the
lifestyle factors are self-assessed genera health, smoking and drinking.

The results in table Al show that the difference between measured and self-reported BMI is
influenced by age, gender, BMI category, marital status and drinking acohol. In terms of
identifying sub-groups for whom we might wish to calculate different optimal thresholds, it
seems most useful to concentrate upon variables which are exogenous, in this case age and
gender. Thus in the analysis which follows we estimate t* using the different methods
outlined above and aso by age and gender.

Table 3 shows the value of t* for different criteria and for the whole of our sample as well as
specific sub-groups and it also provides rates of sensitivity and specificity. By reading down
the column we can see how t* varies according to the different criteria. Taking the column
for the total sample initially, we first of all see that the values of t* essentially fall into three
bands. First of al, if we employ the efficiency criterion we obtain at* of 29.1, quite close to
the typically adopted threshold of 30. Thus 30 is only likely to be close to the optimal value
of the threshold if the “efficiency” criterion is used i.e. equal costs are assigned to FN as to
FP.

The values of t* for the other criteria can be assigned into two bands, both of which differ
quite substantially from 30. Using the criteria of Youden's J, maximising the odds ratio or



minimising the MCF for “low” values of r (i.e. 2-5) we obtain arange of t* from 27.1 to 27.5.
It is worth noting that t* as chosen by the Youden Jindex is the same ast* for r= 3. Thisis
to be expected since with P=0.24, % = 3.17.Clearly the higher isthe value of r, and hence
the higher is the relative cost of FN, then the lower becomes t*, since in the limit, a very low
value of t* would ensure no FN, though at the expense of a very high rate of FP. Thisis
essentially what is happening with respect to the third band of values of t*, those chosen
using r=10 and the constrained optimisation criterion whereby we choose “standard”
sensitivity values of 99%, 95% and 90% (corresponding to FN rates of 1%, 5% and 10%
respectively). This gives arange of t* of 22.4-27.1, considerably lower than the other ranges.
However, this high rate of sensitivity comes at the expense of low rates of specificity, in the
region of only 30%.

It is aso clear that choosing “high” values of r, i.e. 10 or above, provides vaues of t* which
are very similar to those when we choose “ conventional” levels of significance of, say, 5%.

The pattern of three “bands’ of t* persists when we look at t* by age and gender and as
before the values of t* for the efficiency criterion are highest, while those using the
constrained optimisation criteria are lowest. In general recommended t* for femalesis lower
than for males. The pattern with respect to age is not so clearcut. For the constrained
optimisation approach with a FN rate of 1% the recommended t* for young is over 2 units
lower than for old, but for other criteriathereis not so much difference.

We aso provide summary information as to how t* varies by criterion and by demographic
groups by calculating the coefficient of variation. Thus the variation within each criterion by
demographic group can be examined by looking at the values of the CV in the right-hand
column. This shows that Youden's J and the odds ratio shows the least variation and the
greatest variation is for the constrained optimisation with FN set at 1%.

We can aso look at variation within each demographic group, by examining the CV in the
third last row of table 3. The greatest variation is seen amongst young people, mainly driven
by the very low t* for the constrained optimisation case where FN is set to 1%

So, are there any genera rules of thumb which we can draw from table 3? First of al, in the
case of self-reported and measured BMI, it appears likely that for any population, or for any
approach to calculating t*, with the exception of the efficiency criterion where the cost of FN
and FP are equivalent, then the optimal threshold will differ from 30.  Quite how far from
30 however depends upon what optimisation criterion is chosen. For relatively low values of
r, the relative costs of FN to FP, then a threshold self-reported BMI of around 27-27.5 seems
appropriate, indicating a downward adjustment of the current threshold for self-reported BMI
of 2-2.5 units. Given the implicit weighting of FN and FP in Y oudens J index, then with
prevalence rates in the region of 24%, t* the downward adjustment as chosen by this criterion
will be of the same magnitude. However if the analyst wishes to be guaranteed a sensitivity
rate of 95% (or higher), then an adjustment of 4 or maybe more units would seem to be
required.



Which of these adjustments would be warranted depends upon a number of factors. The
desired sensitivity of the test (and also the ratio of costs of FN to FP) will depend upon the
nature of treatment. In the case of obesity, a choice of alow threshold will ensure alow rate
of FN but perhaps a relatively high rate of FP. However, since the treatment for obesity (in
terms of changed lifestyle etc) is relatively non-intrusive and easily reversible, once the
“true” diagnosis becomes known, then for self-reported BMI there does seem to be a case for
a low threshold. This might not be the case if treatment was invasive and with potentially
harmful side-effects.

The underlying seriousness of the condition in terms of increased morbidity and mortality
will also be relevant. There is some recent evidence suggesting that the relationship between
BMI and mortality may not be monotonic, with higher BMI over some ranges (in particular
25-30) appearing to have a protective effect in terms of mortality and BMI for grade 1 levels
of obesity (i.e. BMI from 30 to 35) having no significant impact upon mortality (Flegel et al,
2013). In that case, the relative cost of FN would presumably become lower. However,
regardless of how this issue eventualy resolves, it seems desirable that BMI should be
measured accurately and the evidence presented here suggests some adjustment is necessary.

4. Conclusions

This paper has addressed the issue of the use of self-reported BMI as a marker for clinically
measured or “true” BMI. It isgeneraly found that use of the threshold of 30 for self-reported
BMI leads to quite substantial under-measurement of obesity. This paper has discussed
different criteria which might be applied in order to arrive at an optimal threshold value. As
an illustration, the optimal threshold has been calculated for a representative sample of Irish
adults and the paper aso investigates the extent to which this optimal threshold might differ
according to age and gender. The results suggest that the optimal threshold value of self-
reported BMI can vary according to the choice criterion and that a threshold of as low as 26
could be justified, depending upon the weighting the analyst applies to sensitivity compared
to specificity. The paper also shows that the optimal threshold can vary by demographic
group and that it may be advisable to have a lower threshold for women. Of course the
benefit from a measurement perspective of having a number of different optimal thresholds
may have to be balanced in terms of the simplicity of whatever public health message it is
desired to deliver.

It should aso be borne in mind that the optimal thresholds calculated in this paper may be
specific to the sample analysed and that these thresholds may differ for different samples e.g.
for different countries or time periods. However, the paper does illustrate that the degree of
adjustment which may be required for self-reported BMI may be quite substantial and it
seems advisable that care should be taken in al cases where public health decisions in the
area of obesity rely on self-reporting.



Table 1: Self-Reported and Measured BMI

Our sample (reweighted,

Slan 2007 Main Report

n=1874)
Sdf-rep BMI <18.5 1.66 212
Self-rep BMI, 18.5-24.99 45.28 47.87
Self-rep BMI 25-29.99 38.10 35.11
Self-rep BMI1 >30 14.96 14.89
Measured BMI <18.5 131
Measured BMI, 18.5-24.99 35.44
Measured BMI 25-29.99 38.82
Measured BMI >30 24.44
Gender (% female) 51 50
Age 18-29 20 25
Age 30-44 28 31
Age 44-65 36 29
Age 65 and over 16 15
Primary or below (%) 17 19
Lower Secondary (%) 18 17
Leaving Certificate (%) 24 27
Cert/Diploma (%) 21 19
3%evel degree (%) 19 18




Table 2: Cross Tabulation between Self-Reported and M easur ed Obesity

M easured Obese Total
0 1
Self-Reported 1386 208 1594
Obese
30 250 280
Total 1416 458 1874




Table 3: Optimal Values of Self-Reported BM |1 Thresholds (with percentages of

sensitivity and specificity in brackets)

Criterion Total Male Female Young Old Ccv
Efficiency 29.1 29.3 28.3 29.5 28.1
(68.3,95.8) | (66.5,94.8) | (76.9,96.1) | (713,969 | (77.9,91.1) | 0.022

Youden J 275 275 27.1 26.9 27.5
(87.6,88.1) | (91.3,84.5) | (86.6,90.0) | (91.9,85.7) | (88.0,85.9) 0.010

OR 275 275 27.1 26.9 27.5
(87.6,88.1) | (91.3,84.5) | (86.6,90.0) | (91.9,85.7) | (88.0,85.9) 0.010

MCF, r=10 26.0 26.9 26.0 26.9 26.0
(95,72.2) | (96.4,75.4) | (92.1,82.0) | (919,857 | (955,656) | 0.019

MCF, r=5 27.1 275 26.0 26.9 27.2
(89.9,85.4) | (91.3,845) | (92.1,820) | (91.9,857) | (90.1,827) | 0.021

MCF, r=2 275 275 27.9 29.2 275
(87.6,88.1) | (91.3,845) | (81.1,94.4) | (745,959 | (88.0,859) | 0.026

FN rate=1% 22.4 23.6 21.2 20.9 23.0
(99,305) | (99, 35.6) (99, 25.1) (99, 20.1) (99, 26.5) 0.052

FN rate=5% 26.0 26.9 24.8 25.6 26.0
(95,72.2) | (95,75.4) (95, 67.8) (95, 75.0) (95, 65.6) 0.029

FN rate=10% 27.1 275 26.3 271 27.2
(90,84.4) | (90, 84.5) (90, 83.2) (90, 86.7) (90, 82.7) 0.016

CcVv 0.069 0.055 0.081 0.093 0.058

P 0.24 0.24 0.25 0.17 0.32

(1-P)/P 3.17 3.13 3.03 4.99 215




Figure 1: ROC Curve
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Figure 3: Kernel Density of measured and self-reported BMI
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Dependent Variable: Measured less self-reported obesity (N=1874), standard errorsin

TableAl

parenthesis
Age 0.0412* (0.0205)
Gender 0.445** (0.102)

Intermediate 2" lev

0.0879 (0.173)

Completed 2™ |evel

0.205 (0.168)

Diploma/Cert -0.00467 (0.172)
3% eve 0.168 (0.178)
BMI Category 1.144** (0.0674)

Self-assessed health

-0.00306 (0.0535)

Married -0.267* (0.135)
Separated/Divorce -0.212 (0.279)
Widow 0.233 (0.284)
Drinker 0.281* (0.140)
Smoker -0.0810 (0.0934)
Constant -2.422** (0.287)
** Significant at 99%, * Significant at 95%
Observations 1,874
R-squared 0.170

Omitted category is single, mae, non-drinker, non-smoker, with primary school or less

education.
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