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Abstract

This paper explores optimal monetary and macroprudential policy rules in an open-economy with significant exposure to external borrowing in the face of a sudden reversal of capital inflows. We consider optimal Taylor-type interest rate rules, where the policy rate is set as a function of inflation, output, and credit growth; and a macroprudential instrument is set as a function of credit growth. We have two key results. First, we find that, in the presence of macroprudential measures, there are no significant welfare gains from monetary policy also reacting to credit growth above and beyond its response to inflation. Thus, from a welfare point of view it is better to delegate ‘lean against the wind’ squarely to macroprudential policy. Second, the source of borrowing (domestic versus foreign) plays a crucial role in the choice of policy instrument in responding to credit market developments. When the source of borrowing is external, monetary policy responses required to stabilize financial markets would be unduly large. In contrast, macroprudential instrument can directly influence the cost of credit and ease the financial markets. Therefore, emerging economies where foreign borrowing is typically sizeable are likely to find macroprudential measures particularly effective in promoting financial stability.
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1 Introduction

The recent global financial crisis, widely viewed as the worst since the Great Depression of the 1930s, has forced a serious rethink of how monetary policy should be conducted. A key feature of the 2008-2009 crisis is that it was preceded by a build up of financial vulnerabilities, particularly in housing and credit markets, in many economies against the backdrop of low inflation and robust economic activity. The role of monetary policy in contributing to the build up of the asset price bubble and its limited ability to effectively respond to the bubble’s collapse have come under close scrutiny since the onset of the crisis in 2008 (see, for example, Cecchetti, 2008 and Taylor, 2008).

Whether monetary policy should respond to the build up of asset-price bubbles or to their collapse is not a new phenomenon. There had been an active debate on this issue long before the recent global financial crisis (see, for example, Mishkin, 2011). Notwithstanding some prominent counter-arguments, this so called ‘lean versus clean’ debate led to a general agreement that monetary policy should react to asset market developments only insofar as they provide useful information for forecasting the variables in the objective function of the central bank. Central to this policy prescription was the understanding that potential costs of cleaning up after a bubble bursts are not large, a notion seriously undermined by the experiences of crisis inflicted countries since 2008.

It is now widely recognized that price stability, the primary focus of monetary policy in the pre-crisis period, is not sufficient for financial stability. A clear consensus has emerged on the need for policy to react to asset market misalignments as a way of preventing financial instability and adverse macroeconomic outcomes. There is, however, an on-going debate on what policy instruments to be used for that purpose. The limits of using the policy rate to trade-off multiple goals - macroeconomic and financial stability- are well-known. Hence, incorporating financial stability into macroeconomic policy objectives may require looking beyond the traditional policy instruments of central banks to adopt other tools such as macroprudential measures. Macroprudential measures are broadly defined as regulatory policies that aim to reduce systemic risks, ensure stability of the financial system as a whole against domestic and external shocks, and ensure that it continues to function effectively (BIS, 2010).

Underlying the prescription of such policy measures is the notion that financial markets are inherently procyclical. That is, during boom times, perceived risk declines; asset prices increase; and lending and leverage become mutually reinforcing. Firms increase new borrowing, and the rise in domestic inflation reduces the real debt burden for leveraged households, leading to an increase in output and inflation. The opposite happens during a bust phase: a
vicious cycle can arise between deleveraging, asset sales, and the real economy. In principle, macroprudential measures could address pro-cyclicality of financial markets and reduce the amplitude of the boom-bust cycles by design.

But how is responding to financial developments through the policy rate different from responding through a macroprudential instrument? Although both instruments affect aggregate demand and supply as well as financial conditions in similar ways, they are not perfect substitutes. First, the policy rate may be “too blunt” an instrument, as it impacts all lending activities regardless of whether they represent a risk to stability of the economy. In contrast, macroprudential regulations can be aimed specifically at markets in which the risk of financial stability is believed to be excessive. Second, in economies with open financial accounts, an increase in the interest rate is likely to have only a limited impact on credit expansion if firms can borrow at a lower rate abroad. Third, although monetary transmission works well through the asset price channel in “normal” times, during crisis episodes sizeable rapid changes in risk premia could offset or diminish the impact of policy rate changes on credit growth and asset prices (Bank of England, 2009). Fourth, interest rate movements aiming to ensure financial stability could be inconsistent with those required to achieve macroeconomic stability, and that discrepancy could destabilize inflation and even risk de-anchoring inflation expectations (see, for example, Borio and Lowe, 2002).

The literature on the use of macroprudential instruments has been expanding on two fronts. First line of research has focused on the impact of macroprudential measures in managing negative externalities that arise out of agents not internalizing the effect of their individual decisions on financial instability. For example, Korinek (2009), Jeanne and Korinek (2010), Bianchi (2011) and Bianchi and Mendoza (2010) focus on "overborrowing" and consequent externalities. In these papers, regulations induce agents to internalize the consequences of their actions and thereby increase macroeconomic stability. However, "overborrowing" is a model-specific feature. For example, Benigno et al. (2012) find that in normal times, "underborrowing" is much more likely to emerge rather than "overborrowing". Our paper fits into the second strand of research which analyzes the potential role of macroprudential regulations in equilibrium models where monetary policy has a non-trivial role in stabilizing the economy after a shock (see, for example, Angeloni and Faia, 2009, Angelini et al., 2010, Kannan et al., 2012, and Unsal, 2013).

We utilize an open economy New Keynesian dynamic stochastic general equilibrium (DSGE) model, featuring the financial frictions. The model draws on elements of models by Bernanke et al.(1999), Gertler et al. (2007), Kannan et al. (2012), Unsal (2013) and particularly Ozkan and Unsal (2012). In our framework, a preemptive response through monetary policy (Taylor rule) entails a reaction to a financial market variable (nominal credit
growth). Macroprudential policy, on the other hand, gives rise to higher costs for financial intermediaries that are passed onto borrowers in the form of higher lending rates - what we call a "regulation premium". The regulation premium is defined as a rule which responds to nominal credit growth. This set up captures the notion that such measures make it harder for firms to borrow during boom times, and hence make the subsequent bust less dramatic, dampening the scale of fluctuations.

Our paper has three main contributions. First, in contrast to the great majority of the existing work on macroprudential policy, we adopt an open economy framework. This enables us to consider a realistic financial crisis scenario brought by a sudden reversal of capital inflows; and to take into account external channels, including the exchange rate, when analyzing the implications of alternative policy regimes on a wide range of macroeconomic variables. Second, utilizing our open economy setting, we examine the role of the sources of borrowing (domestic versus foreign) on the desirability of responding to financial market developments, an issue which has not been explored in the existing literature. This has implications for the relative effectiveness and the impact of monetary and macroprudential policies in promoting financial stability in emerging markets where foreign borrowing is typically sizeable. Third, we assess welfare performance of alternative policies taking second order approximation to utility function of economic agents as in Faia and Monacelli (2007) and Schmitt-Grohe and Uribe (2007) and compute the degree of the optimal reaction to financial instability following a financial shock. This is in sharp contrast with much of the existing literature where assessment of alternative policies are based on some ad hoc specifications of welfare.

Our main findings are as follows. Responding to credit growth through the monetary instrument improves macroeconomic stability and hence welfare following a sudden reversal of capital inflows. However, in the presence of macroprudential measures, there are no significant welfare gains from monetary policy also reacting to credit growth above and beyond its response to output gap and inflation. Moreover, welfare costs of responding to credit growth in the aftermath of a productivity shock are much higher if the response is through the policy rate than through the macroprudential instrument. Our results, therefore, point in the direction of delegating "lean against the wind" squarely to macroprudential policy. We also find that the source of borrowing is an important determinant of desirability of alternative policies; the greater the size of foreign borrowing the greater the benefits from macroprudential measures. This is because, in contrast to the policy rate, macroprudential instrument can directly influence the cost of credit when the source of borrowing is external. It, therefore, follows that emerging economies where foreign borrowing is typically sizeable, are likely to find macroprudential policies particularly effective in promoting financial stability.

The remainder of the paper is organized as follows. Section 2 sets-out the structure of our
model by describing household, firm and entrepreneurial behaviour with a special emphasis on financial intermediaries and macroprudential policies. Section 3 describes the solution and the calibration of the model. Section 4 presents impulse responses under monetary and macroprudential policy alternatives in response to financial and real shocks. Section 5 presents a rigorous welfare analysis of monetary and macroprudential policies and computes welfare maximizing reaction and/or intervention through monetary and macroprudential policies. Finally, Section 6 provides the concluding remarks.

2 The model

Our framework is a DSGE model of a emerging economy that features the financial accelerator a la Bernanke et al. (1999). Following, Gali and Monacelli (2002) and De Paoli (2009), among many others, we derive the dynamics of small open economy (SOE) as a limiting case of a two country model where the size of the SOE is negligible relative to the size of the rest of the world (ROW). The economy is populated by households, firms, entrepreneurs, financial intermediaries and a monetary authority.

2.1 Households

Households receive utility from consumption and provide labor to the production firms. They participate domestic and (incomplete) international financial markets. The households also own the firms in the economy and therefore receive profits from these firms. An infinitely lived representative household seeks to maximize:

$$E^0 \sum_{t=0}^{\infty} \beta^t \frac{1}{1-\sigma} (C_t - \frac{H_t^{1+\varphi}}{1+\varphi})^{1-\sigma},$$

where $C_t$ is a composite consumption index, $H_t$ is hours of work, $E_t$ is the mathematical expectation conditional upon information available at $t$, $\beta$ is the representative consumer’s subjective discount factor where $0 < \beta < 1$, $\sigma > 0$ is the inverse of the intertemporal elasticity of substitution and $\varphi > 0$ is the inverse elasticity of labour supply. Our specification for household’s utility allows for Greenwood, Hercowitz and Huffman (GHH, 1988) preferences over hours, which eliminates wealth effects from labor supply.

The composite consumption index, $C_t$, is given by:

$$C_t = \left[ (1-\alpha) \frac{1}{\gamma} C_{H,t}^{(\gamma-1)/\gamma} + (\alpha) \frac{1}{\gamma} C_{M,t}^{(\gamma-1)/\gamma} \right]^{\gamma/(\gamma-1)},$$
where $\gamma > 0$ is the elasticity of substitution between domestic and imported (foreign goods), and $0 < \alpha < 1$ denotes the weight of imported goods in domestic consumption basket. $C_{H,t}$ and $C_{M,t}$ are consumption of domestic and foreign goods, represented by:

$$C_{H,t} = \left[ \int_0^1 C_{H,t}(j)^{(\lambda-1)/\lambda} dj \right]^{\lambda/(\lambda-1)}; \quad C_{M,t} = \left[ \int_0^1 C_{M,t}(j)^{(\lambda-1)/\lambda} dj \right]^{\lambda/(\lambda-1)},$$

where $j \in [0, 1]$ indicates the goods varieties and $\lambda > 1$ is the elasticity of substitution among goods produced within a country.

Households own all home production and the importing firms and thus are recipients of profits, $\Pi_t$. Other sources of income for the representative household are wages $W_t$, and new borrowing net of interest payments on outstanding debts, both in domestic and foreign currency. Households have access to two types of non-contingent one-period debt; one denominated in domestic currency, $B_t$, and the other in foreign currency, $D_t^H$, with a nominal interest rate of $i_t$ and $\Psi_{D,t}$. Due to imperfect capital mobility, households need to pay a premium, $\Psi_{D,t}$, given by $\Psi_{D,t} = \frac{\Psi_{D,t}}{2} \left[ \exp \left( \frac{S_t D_t^H + 1}{P_t G_{DP}} - \frac{S_t D_t^H}{P_t G_{DP}} \right) \right] - 1$ when borrowing from the rest of the world.\footnote{As in Schmitt-Grohe and Uribe (2003), this premium is introduced for technical reasons to maintain the stationarity in the economy’s net foreign assets.}

The representative household’s budget constraint in period $t$ can, therefore, be written as follows:

$$P_t C_t + (1 + i_{t-1})B_t + (1 + \Psi_t^*)S_t D_t^H = W_t H_t + B_{t+1} + S_t D_{t+1}^H + \Pi_t. \quad (3)$$

The representative household chooses the paths for $\{C_t, H_t, B_{t+1}, D_{t+1}^H\}_{t=0}^\infty$ in order to maximize its expected lifetime utility in (1) subject to the budget constraint in (3).\footnote{When entrepreneurs are allowed to borrow from domestic sources, these funds are provided by households and channeled through financial intermediaries. In this case, the budget constraint is modified as follows:}

$$P_t C_t + D_{t+1}^D + (1 + i_{t-1})S_t D_t^H = W_t H_t + (1 + i_{t-1})D_t^D + S_t D_{t+1}^H + \Pi_t.$$  

where $D_{t+1}^D$ is domestic lending to entrepreneurs.

2.2 Firms

There are three types of firms in the model. Production firms produce a differentiated final consumption good using both capital and labor as inputs. These firms engage in local currency pricing and face price adjustment costs. As a result, final goods’ prices are sticky in terms of the local currency of the markets in which they are sold. Importing firms that sell the goods produced in the foreign economy also have some market power and face
adjustment costs in changing prices. Price stickiness in export and import prices causes the law of one price to fail such that exchange rate pass through is incomplete in the short run. Finally, there are competitive firms that combine investment with rented capital to produce unfinished capital goods that are then sold to entrepreneurs.

### 2.2.1 Production firms

Each production firm combines labour and capital to produce a differentiated good indexed by \( j \in [0, 1] \) using the production function:

\[
Y_t(j) = A_t N_t(j)^{1-\eta} K_t(j)^\eta,
\]  

where \( A_t \) denotes labor productivity, common to all the production firms and \( N_t(j) \) is the labor input which is a composite of household, \( H_t(j) \), and entrepreneurial labor, \( H_t^E(j) \); defined as \( N_t(j) = H_t(j)^{1-\Omega} K_t(j)^\Omega \). \( K_t(j) \) denotes capital provided by the entrepreneur, as is explored in the following subsection. Given that the price of each input is taken as given, the production firms minimize their costs subject to (4).

As mentioned above, firms have some market power and they segment domestic and foreign markets with local currency pricing, where \( P_{H,t}(j) \) and \( P_{X,t}(j) \) denote price in domestic market (in domestic currency) and price in foreign market (in foreign currency). Firms also face quadratic menu costs in changing prices expressed in the units of consumption basket given by \( \frac{\psi_i}{2} \left( \frac{P_{i,t}(j)}{P_{i,t-1}(j)} - 1 \right)^2 \) for different market destinations \( i = H, X \).

The individual firm maximizes its expected value of future profits using the household’s intertemporal rate of substitution in consumption, given by \( \beta^t U_c(t) \), given that firms are owned by domestic households. Domestic and foreign demand for the domestically produced good \( j \) are given by \( Y_{H,t}(j) \) and \( Y_{X,t}(j) \). We assume that different varieties have the same elasticities in both markets, so that the demand for good \( j \) can be written as,

\[
Y_{i,t}(j) = \left( \frac{P_{i,t}(j)}{P_{i,t}} \right)^{-\lambda} Y_{i,t}, \quad \text{for } i = H, X,
\]  

where \( P_{H,t} \) is the aggregate price index for goods sold in domestic market, as is defined earlier and \( P_{X,t} \) is the export price index given by \( P_{X,t} \equiv \left[ \int_0^1 P_{X,t}(j)^{1-\lambda} dj \right]^{1/(1-\lambda)} \).

\( Y_{X,t} \) denotes the foreign aggregate export demand for domestic goods and determined in the ROW block of the model.

The real exchange rate \( REX_t \) is defined as \( REX_t = \frac{S_t}{P_t^*} \), where \( S_t \) is the nominal exchange rate.

---

3The existence of menu costs generates a gradual adjustment in the prices of goods in both markets, as suggested by Rotemberg (1982).
exchange rate, domestic currency price of foreign currency, and \( P^*_t \equiv \left[ \int_0^1 P^*_t(j)^{1-\lambda} dj \right]^{1/(1-\lambda)} \) is the aggregate price index for foreign country’s consumption goods in foreign currency.

### 2.2.2 Importing firms

The second set of firms are those of monopolistically competitive importing firms, which are owned by domestic households. These importing firms buy foreign goods at prices \( S_tP^*_t \) and then sell to the domestic market. There is also a price adjustment cost facing the importing firms with \( \Psi_M \geq 0 \), the cost of price adjustment parameter, analogous to the production firms. It, therefore, follows that there is some delay between exchange rates changes and the import price adjustments.

### 2.2.3 Unfinished capital producing firms

Aggregate investment in period \( t \), denoted by \( I_t \), is composed of domestic and final goods:

\[
I_t = \left[ \alpha^{\frac{1}{\gamma}} I_{H,t}^{(\gamma-1)/\gamma} + (1 - \alpha)^{\frac{1}{\gamma}} I_{M,t}^{(\gamma-1)/\gamma} \right]^{\gamma/(\gamma-1)},
\]

where the domestic and imported investment goods’ prices are assumed to be the same as the domestic and imported consumer goods prices, \( P_{H,t} \) and \( P_{M,t} \). The new capital stock requires the same combination of domestic and foreign goods so that the nominal price of a unit of investment equals the price level, \( P_t \). This implies that \( I_{H,t} = \alpha \left( \frac{P_{H,t}}{K_t} \right)^{-\gamma} I_t \) and \( I_{M,t} = (1 - \alpha) \left( \frac{P_{M,t}}{P_t} \right)^{-\gamma} I_t \).

Competitive firms use investment as an input, \( I_t \) and combine it with rented capital \( K_t \) to produce unfinished capital goods. Allowing for adjustment costs, \( \frac{\Psi_I}{2} \left( \frac{I_t}{K_t} - \delta \right)^2 \) where \( \delta \) is the depreciation rate, one can write the law of motion for capital as:

\[
K_{t+1} = \left[ \frac{I_t}{K_t} - \frac{\Psi_I}{2} \left( \frac{I_t}{K_t} - \delta \right)^2 \right] K_t + (1 - \delta) K_t.
\]

The optimality condition for the unfinished capital producing firms with respect to the choice of \( I_t \) yields the following nominal price of a unit of capital \( Q_t \):

\[
\frac{Q_t}{P_t} = [1 - \Psi_I \left( \frac{I_t}{K_t} - \delta \right)]^{-1}.
\]

### 2.3 Entrepreneurs

As is the case in this class of models, entrepreneurs are key players. They transform unfinished capital goods that are then sold to the production firms. There is a continuum of entrepreneurs indexed by \( k \) in the interval \([0,1] \). Each entrepreneur has access to a stochastic
technology in transforming \( K_{t+1}(k) \) units of unfinished capital into \( \omega_{t+1}(k)K_{t+1}(k) \) units of finished capital goods. The idiosyncratic productivity \( \omega_t(k) \) is assumed to be i.i.d. (across time and across firms), drawn from a distribution \( F(.) \), with p.d.f of \( f(.) \) and \( E(.) = 1. \)

Entrepreneurs finance their investment by external borrowing using the funds channeled through perfectly competitive financial intermediaries. The existing literature on financial crisis on emerging market economies focus on either only foreign or only domestic lenders as a source of these funds. In this paper, we consider three alternative assumptions regarding the source of borrowing: (i) only foreign borrowing, (ii) only domestic borrowing and (iii) both foreign and domestic borrowing. It is well-known that the source of borrowing in an economy has important implications for the consequences of a financial crisis (see, for example, Gertler et al., 2007). This paper turns to exploring whether the composition of outstanding obligations may also affect how best to respond to financial market developments.

In what follows, the baseline case where the source of entrepreneurs’ borrowing is foreign lenders is set-out at length. We then describe how the model equations change under alternative borrowing assumptions. We use superscript \( v \) indicate foreign (\( F \)) and domestic (\( D \)) borrowing entrepreneurs, respectively.

### 2.3.1 Only Foreign Borrowing

At the end of period \( t \), each entrepreneur \( k \) has net worth, \( NW_t(k) \). The budget constraint of the entrepreneur is defined as follows:

\[
P_t NW_t(k) = Q_t K_{t+1}(k) - S_t D^F_{t+1}(k),
\]

where \( D^F_{t+1} \) denotes foreign currency denominated debt. Equation (9) simply states that capital financing is divided between net worth and foreign debt. It is clear that the entrepreneurs are exposed to exchange rate risk - fluctuations in the nominal exchange rate create balance sheet effects in the model.

Productivity is observed by the entrepreneur, but not by the lenders who have imperfect knowledge of the distribution of \( \omega_{t+1}(k) \). Following Curdia (2007 and 2008) we specify the lenders perception of \( \omega_{t+1}(k) \) as given by \( \omega^*_t(k) = \omega_{t+1}(k)\varrho_t \) where \( \varrho_t \) is the misperception factor over a given interval \([0,1]\). Further, the misperception factor, \( \varrho_t \), is assumed to follow \( \ln(\varrho_t) = \rho_\varrho \ln(\varrho_{t-1}) + \varepsilon_\varrho \) where \( \rho_\varrho \) denotes the persistence parameter. We take the origin of the financial shock as a change in lenders’ perception regarding idiosyncratic productivity \((\varepsilon_\varrho)\). We assume that when there is uncertainty about the underlying distribution, lenders

---

4 Following Bernanke et al. (1999) and Gertler et al. (2007), among others, the idiosyncratic productivity is assumed to be distributed log-normally: \( \log(\omega_t(k)) \sim N([-\frac{1}{2}\sigma_\omega^2, \sigma_\omega^2]) \).

5 See, Lane and Ferretti (2003) for international evidence on the scale of external borrowing.
take the worst case scenario as the mean of the distribution of $\omega_{t+1}(k)$.\textsuperscript{6}

The optimal contract identifies the capital demand of entrepreneurs, $K_{t+1}(k)$ and a cut off value, $\omega_{t+1}(k)$ such that the entrepreneur will maximize his expected return subject to the participation constraints of the lender. The resulting first order conditions yield:

$$E_t[R^K_{t+1}] = E_t[(1 + i_t^*) (1 + \Phi^F_{t+1})],$$

(10)

where $(1 + \Phi^F_{t+1})$ is the external risk premium.

A key feature of this mechanism is the link between the external risk premium, $\Phi_t$, and the leverage, $\frac{S_t D_{t+1}}{Q_t K_{t+1}}$, of the entrepreneur (see Appendix in Bernanke et al. 1999). A greater use of external financing generates an incentive for entrepreneurs to take on more risky projects, which raises the probability of default. This, in turn, will increase the external risk premium. A fall in the entrepreneurs’ net worth increases their leverage, leading to an upward adjustment in the external risk premium.

In order to ensure that self financing never occurs and borrowing constraints on debt are always binding we assume that a proportion of entrepreneurs die in each period to be replaced by new-comers, in keeping with the existing literature.\textsuperscript{7} Given that $w(k)$ is independent of all other shocks and identical across time and across entrepreneurs, all entrepreneurs are identical \textit{ex ante}. This allows us to specify the rest of the model in aggregate terms.

\subsection*{2.3.2 Only Domestic Borrowing}

In this case, entrepreneurs are assumed to borrow only from domestic sources (households) and in domestic currency. The budget constraint and the cost of borrowing facing the entrepreneur are then given by

$$P_t NW_t(k) = Q_t K_{t+1}(k) - D^D_{t+1}(k),$$

(11)

$$E_t[R^K_{t+1}] = E_t[(1 + i_t) (1 + \Phi^D_{t+1})],$$

(12)

where $D^D_{t+1}$ denotes domestic currency denominated debt and $(1 + \Phi^D_{t+1}(k))$ denote default premia on domestic borrowing.

\textsuperscript{6}The details on the specification of the ambiguity aversion faced by lenders and the optimal contracting problem can be found in the Appendix to Ozkan and Unsal (2012).

\textsuperscript{7}See, for example, Gertler \textit{et al.} (2007).
2.3.3 Both Foreign and Domestic Borrowing

Finally, we turn to a version of model where we allow both domestic and foreign borrowing. Note that in the absence of cost differences, entrepreneurs would be indifferent between borrowing from domestic and foreign lenders, and therefore the amount domestic and foreign borrowing would be equal in the steady state. We assume that each entrepreneur’s technology function could be written as $\omega_{k+1}(k)K_{k+1}(k)$. The budget constraints of the entrepreneurs are modified as follows:

$$P_t NW_t^F(k) = Q_t K_{k+1}^F(k) - S_t D_{k+1}^F(k),$$

(13)

$$P_t NW_t^D(k) = Q_t K_{k+1}^D(k) - D_{k+1}^D(k).$$

(14)

The lenders’ perception of $\omega_{k+1}(k)$ is $\omega_{k+1}(k) = \omega_{k+1}(k)\theta_t$, where we assume that foreign and domestic lenders’ perception share the same dynamics. Given that there are no informational frictions between foreign and domestic lenders in our model, this is a plausible assumption.

The resulting first order conditions are:

$$E_t[R_{k+1}^F] = E_t[(1 + i_t^*)(1 + \Phi_{k+1}^F)],$$

(15)

$$E_t[R_{k+1}^D] = E_t[(1 + i_t^*)(1 + \Phi_{k+1}^D)].$$

(16)

The total capital in the economy under both foreign and domestic borrowing is given by $K_t = K_t^F + K_t^D$.

2.4 Financial intermediaries and macroprudential policy

There exists a continuum of perfectly competitive financial intermediaries which channel funds from lenders to entrepreneurs. In the baseline case with only foreign borrowing, the zero profit condition on financial intermediaries implies that the lending rates are equal to $E_t[(1 + i_t^*)(1 + \Phi_{k+1}^F)]$ in the absence of macroprudential measures.

How does macroprudential policy influence the lending rate? The policy debate has already established a list of instruments that could be used to preserve the stability of the financial system. These included countercyclical capital requirements, time-varying margins on certain financial transactions, limits on interbank exposure, size dependent leverage limits and caps on loan-to-value ratios, among others (see, for example, Bank of England, 2009 and...
IMF, 2011). It is widely understood that, irrespective of its specific form, macroprudential policy would create higher costs for financial intermediaries (see, Angelini et al., 2010).

We therefore base our formulation of macroprudential policy on this notion rather than deriving the impact of a particular type of macroprudential measure on the borrowing cost. We follow Kannan et al. (2012) and Unsal (2013) to focus on a generic case where macroprudential measures lead to additional cost to financial intermediaries. These costs are then passed onto borrowers in the form of higher interest rates. We refer to the increase in lending rates brought by macroprudential measures as the “regulation premium” and maintain that it is positively linked to nominal credit growth. Macroprudential policy is therefore countercyclical by design: countervailing to the natural decline in perceived risk in good times and the subsequent rise in the perceived risk in bad times.

In the presence of macroprudential regulations, the spread between the lending rate and the policy rate is affected by both the risk premium and the regulation premium. Hence, the lending cost for foreign borrowing, $E_t[R^K_{t+1}]$ becomes:

$$E_t[R^K_{t+1}] = E_t[(1 + i^*_t)(1 + \Phi_{t+1})(1 + R_P_t)],$$

where $R_P_t$ is the regulation premium, which is defined as a function of the credit growth in the economy. In the baseline case, it is given by:

$$R_P_t = \Psi \left( \frac{S_t D^F_{t-1}}{S_{t-1} D^F_{t-1}} - 1 \right)$$

where $D^F_{t-1}$ is the financial depth in period $t-1$. In this definition of macroprudential policy, it is implicit that the policy objective is defined in terms of aggregate credit activity. Reasons for the choice of credit growth as our preferred financial market indicator are two-fold. First, restrictions on credit or credit growth have been among the most widely used macroprudential measures since 2008. Second, the structure of our basic model with explicit financial frictions provides a natural setting to explore the impact of policy responses to credit growth changes in a tractable manner.

### 2.5 Monetary policy

As in Schmitt-Grohe and Uribe (2007) and Faia and Monacelli (2007), we model monetary policy in terms of simple implementable rules in which the central bank sets the policy rate

---

8By adopting a more elaborate banking sector, Angelini et al. (2010) show that macroprudential measures in fact lead to a rise in the cost of borrowing. In our an open economy framework, following a similar approach would make the model intractable. Therefore, we use a simpler specification here, and leave the analysis of frictions facing financial intermediaries for future work.

9See, for example, Lim et al. (2011).
in response to some observable variables:

\[ 1 + i_t = [(1 + i_t) (\pi_t/Y_t)^{\epsilon_Y} (credit \ growth \ th^{\epsilon_D})^{\varpi} \{1 + i_{t-1}\}^{1-\varpi}, \tag{19} \]

with \( \{\epsilon_\pi\} \in (1, \infty), \{\epsilon_Y\} \in (0, \infty), \{\epsilon_D\} \in (-\infty, \infty), \) and \( \varpi \in [0, 1]. \) In (19) \( \varpi \) is the interest rate smoothing parameter, \( i \) and \( Y \) denote the steady-state levels of nominal interest rate and output, \( \pi_t \) is the CPI inflation and \( (credit \ growth \ th) \) denotes nominal credit growth in the economy in domestic currency terms. We start with an initial set of values for \( \epsilon_\pi, \epsilon_Y, \epsilon_D, \) and \( \varpi \) in the calibration. We then derive \( \{\epsilon_\pi, \epsilon_Y, \epsilon_D\} \) as well as \( \Psi \) (the coefficient of nominal credit growth in the macroprudential tool) optimally by computing the values that maximize the total welfare of economic agents (further discussion is presented below).

3 Model parametrization

We calibrate the model for a generic emerging market economy, using established values in the literature. Table 1 summarizes the parametrization of the model for consumption, production, entrepreneurial sector and monetary policy. The discount factor, \( \beta \) at 0.99, implying a riskless annual return of approximately 4 per cent in the steady state (time is measured in quarters). We set the inverse of the elasticity of intertemporal substitution, \( \sigma \) at 1, in line with much of the literature. The inverse of the elasticity of labour supply \( \varphi \) is set at 2. The degree of openness, \( (1 - \alpha), \) and the share of capital in production, \( \eta, \) are set at 0.35, consistent with Gertler et al., 2007. Following Devereux et al. (2006), the elasticity of substitution between differentiated goods of the same origin, \( \lambda, \) is taken to be 11, implying a flexible price equilibrium mark-up of 1.1, and price adjustment cost is assumed to be 120 for all sectors. The quarterly depreciation rate \( \delta \) is taken to be 0.025, a conventional value used in the literature. The share of entrepreneurs’ labour, \( \Omega, \) is set at 0.01, implying that 1 per cent of the total wage bill goes to the entrepreneurs. With respect to monetary policy, we use the original Taylor estimates and set \( \epsilon_\pi = 1.5 \) and \( \epsilon_Y = 0.5 \) in the baseline calibration. The degree of interest rate smoothing parameter (\( \varpi \)) is chosen as 0.5. \( \rho_\varphi \) is taken to be 0.5, so that it takes 9 quarters for the shock to die away. The steady state leverage ratio and the value of quarterly external risk premium in the domestic economy are set at 0.3 and 200 basis points. We set the monitoring cost parameter, \( \mu, \) at 0.2 as in Devereux et al. (2006). These parameter values imply a survival rate, \( \vartheta, \) of approximately 99.33 per cent.
4 Model dynamics

4.1 Monetary and macroprudential policy

In this section, we explore the interaction between the financial sector and the real economy and the role of monetary and macroprudential policies in mitigating the impact of financial and real shocks. We first consider the responses of the economy to an unanticipated financial shock - leading to one per cent rise in the perceived risk- which results in a reversal of capital of about 2.5 percent of output under the baseline scenario. We characterize this scenario as an unfavourable perception shock regarding the credit worthiness of the domestic borrowers, as is commonly observed as pessimism in financial markets spreads during financial crises.

When the investors’ perception about the distribution of the entrepreneurs’ productivity changes, lending to domestic entrepreneurs becomes more risky, leading to a rise in the external risk premium on impact. As the cost of borrowing rises, entrepreneurs reduce their use of external financing by undertaking fewer projects. This decline in leverage causes a downward adjustment in the risk premium, mitigating the initial impact of the financial shock. Lower borrowing, however, decreases the future supply of capital and hence brings about a decrease in investment in the economy. The fall in the inflow of capital also lowers the demand for domestic currency, leading to its depreciation. Since the entrepreneurs’ borrowing is denominated in foreign currency, this unanticipated change in the exchange rate also creates balance sheet effects through a rise in the real debt burden.

We then turn to the case of a negative productivity shock of one percent in magnitude, leading to a fall in consumption, investment and output but a rise in inflation. A key difference between the financial and the productivity shock is that there is a tension between macroeconomic and financial stability objectives as inflation and credit growth move in opposite directions in the latter as opposed to in the former. An unfavourable productivity shock brings about a fall in real variables such as consumption, investment and output as well as in credit growth, asset prices and capital flows, similar to the case of financial shock. However, in contrast to falling inflation under the financial shock, inflation rises following the productivity shock leading to a rise in policy rate and the following fall in real exchange rate. The fact that credit growth and inflation move in opposite directions presents a trade-off between macroeconomic and financial stability objectives, with implications for the welfare ranking of alternative policy regimes.
4.2 Should monetary policy lean against the wind?

Figures 1-4 present the impact of the two shocks under three different policy options: (i) standard Taylor rule; (ii) a macroprudential instrument accompanying the Taylor rule; and (iii) Taylor rule that responds to the nominal credit growth.

In the baseline scenario, policy rates are lowered in response to a negative output gap and lower inflation (see Table 2 for the coefficients of macroeconomic variables in all three scenarios). The lower policy rate partially offsets the impact of the higher risk premium on lending rates, and stabilizing output as consumption becomes less costly. The stabilization of demand also helps to raise inflation.

Figure 1 compares impulse responses under the standard Taylor rule (19) with Taylor rule combined with a macroprudential instrument that directly counteracts the tightening of lending conditions and thus the financial accelerator effect. As is seen from Figure 1, macroprudential policy dampens the responses of all (plotted) real and financial variables. The reason for this is that given the counter-cyclical nature of macroprudential policy, regulation premium falls following the unfavourable financial shock, reducing the lending rate, which helps contain the fluctuations in the economy. Therefore, the consequences for output and inflation are also more muted.

In Figure 2, we present a case where policymakers react to nominal credit growth in the Taylor rule, above and beyond its effect on output gap and inflation. As a result, the policy rate is lowered more under this regime, relative to the first scenario, which helps mitigate the impact of the shock on lending rates. Indeed, the decrease in consumption, investment and output, as well as in asset prices and credit growth are all lower under this regime. Lower interest rates lead to the exchange rate to depreciate further. This, together with a lower decline in investment and consumption leads to a slight increase in inflation, as opposed to with the standard Taylor rule. However, responses of output and inflation are still more muted in spite of policy also responding to credit growth under this regime.

So far, the responses to macroeconomic and financial variables through monetary policy and macroprudential measures are aligned - both are expansionary. How do the responses change with a reaction to financial market developments when there is a trade-off between macroeconomic and financial stability objectives? The responses of the economy to a productivity shock under the three policy regimes are denoted by Figures 3 and 4. It is clear from Figure 3 that Taylor rule combined with macroprudential policy is more effective in mitigating the unfavourable impact of the negative productivity shock than the standard Taylor rule alone. The falls in investment, output, credit growth and asset prices are smaller in the presence of macroprudential policy. However, expansionary macroprudential policy under that scenario results in higher inflation, by undoing some of the tightening brought
about by the rise in the policy rate. Figure 4 illustrates that there is some merit in responding
to credit growth in the Taylor rule as the impact of the productivity shock on output and
credit are mitigated when compared with the standard Taylor rule. Similar to the case with
macroprudential policy, inflation rises much more compared to the baseline case. Under a
Taylor rule which responds to credit growth, inflation response is about 50 percent higher
than the standard Taylor rule. It therefore appears that under the productivity shock, re-
sponding to financial market developments improves financial stability, but not necessarily
macroeconomic stability.

Overall, our results suggest that leaning against the wind in the face of the financial
shock through either the policy rate or the macroprudential instrument helps improve macro-
economic and financial stability. However, stabilization benefits of responding to financial
market developments decline under a productivity shock.

As stated above, our analysis in this section is based on exogenously given parameters in
both the monetary and the macroprudential rule. Next section re-examines the question of
how best to respond to financial instability when policy is set in an ‘optimal’ way.

5 Optimal policy and welfare evaluations

We consider the welfare gains from responses to financial market developments - proxied by
nominal credit growth in our experiments - through monetary and macroprudential policy
instruments, and compute the optimal degree of reaction/intervention. We take the utility
function of consumers as the objective.

Following Faia and Monacelli (2007), and Gertler and Karadi (2010), we start with
expressing the household utility function recursively:

\[ V_t = U(C_t, H_t) + \beta E_{t} V_{t+1}^{HH} \] (20)

where \( V_t \equiv E_0 \sum_{t=0}^{\infty} \beta^t U(C_t, H_t) \) denotes the utility function of households. We then take a
second order approximation of \( V_t \) around deterministic steady state. Using the second order
solution of the model, we then calculate \( V_t \) in each of the separate cases of monetary and
macroprudential policies. We present a comparative analysis of alternative policies in terms
of a consumption equivalent, \( \Upsilon \), given by the fraction of consumption required to equate
welfare under any given monetary and macroprudential policies, \( V_t^* \), to the one under the
optimal Taylor rule, \( V_t^{opt} \). In our specification of the utility function, and under \( \sigma = 2 \),
\[ \Upsilon = \frac{(V_t^{opt} - V_t)(1 - \beta)(C - \frac{\chi}{1 + \varphi} H^{1 + \varphi})^2}{C(1 - (V_t^{opt} - V_t)(1 - \beta)(C - \frac{\chi}{1 + \varphi} H^{1 + \varphi}))} \]

where the variables without subscripts are the steady state values of the corresponding variables. As presented in Table 3 and Table 5, \( \Upsilon \) is a measure of welfare loss in units of steady state consumption - a higher \( \Upsilon \) implies higher a welfare loss, and hence indicates that the policy is less desirable policy from a welfare point of view. To find the optimal simple monetary and macroprudential policy rules, we then search numerically in the grid of parameters \( \{\epsilon_\pi, \epsilon_y, \epsilon_D, \Psi\} \) that optimize \( V_t \) in response to the financial and productivity shocks. Table 4 and Table 6 show the optimized monetary and macroprudential policy parameters.

5.1 Optimal monetary versus macroprudential policy

Under both shocks, we find that the optimal response to inflation is close to unity, and response to output gap is zero in line with Schmitt-Grohe and Uribe (2007) and Faia and Monacelli (2007). Hence, in the following cases, we set \( \epsilon_Y \) to zero, and focus on the parameters of inflation and nominal credit growth in monetary policy rule, and nominal credit growth in the macroprudential policy rule.\(^{10}\)

Clearly, responding to credit market developments following a financial shock is welfare improving. The welfare loss decreases by about 0.05 and 0.1 percent of steady state consumption under Taylor rule with credit growth response and macroprudential policy rule, respectively (Table 3). More interestingly, even when the coefficients of the Taylor rule are optimized to minimize the welfare losses in response to the shock, the optimized coefficient for credit growth in the macroprudential instrument is not zero (1.1) (Table 4). The presence of the macroprudential instrument calls for a more aggressive monetary policy response to inflation (2.4 as opposed to 1.1). This is because a strong expansionary macroprudential response could outweigh the negative impact of the shock on credit conditions, and result in increases in demand and inflation, which calls for a more aggressive anti-inflationary stance. Nonetheless, the improvement in welfare from using the macroprudential instrument is significant (0.1 percent of steady state consumption) compared to even the optimal Taylor rule. The optimized coefficient for the credit growth in the Taylor rule is not zero either (0.6), but the welfare gains relative to the optimal Taylor rule are rather small (0.03).

Overall, in our set-up there is little role for financial market developments in the monetary policy rule when the macroprudential instrument is in place. As shown in Table 3, the welfare

\(^{10}\) We only report the results for interest rate inertia coefficient \( \varpi = 0.5 \). The optimized coefficients and welfare evaluations slightly change for varying values of \( \varpi \), but the results remain valid.
effects of incorporating nominal credit growth in the policy rule (last row) is negligible. Consistently, the optimized coefficient is also close to zero (Table 4).

Table 5 and Table 6 present the welfare losses and the optimized coefficients of alternative policies following the productivity shock. As is clear, the welfare loss increases by about 0.12 percent of steady state consumption when the policy rate responds to credit growth. Not surprisingly, the coefficient of the nominal credit growth in Taylor rule welfare turns out to be zero (Table 6). Under a productivity shock, macroprudential measures also decrease welfare, but welfare costs are 1/5 of the costs under the policy where Taylor rule responds to credit growth.

5.2 The role of the borrowing source

The source of borrowing (foreign versus domestic) plays an important role in the desirability of alternative policies in responding the financial market developments. There are two reasons for this. First, with foreign borrowing (denominated in foreign currency), the depreciation of the exchange rate reduces entrepreneurial net worth and amplifies the financial accelerator mechanism, thereby leading to a more severe impact on the financial sector. As a result, promoting financial stability through monetary policy would require a more aggressive response, jeopardizing macroeconomic stability. Second, when the only source of credit for entrepreneurs is external, the borrowing cost is a function of foreign interest rate, external risk premium, and the regulation premium (17). Hence, in contrast to the the macroprudential policy domestic policy rate does not directly influence the cost of credit, and consequently responding to financial market developments through the monetary policy instrument is less effective. In contrast, when borrowing is of domestic origin only, the policy rate directly influences the cost of credit. In this case, the benefits of using two separate instruments tend to be negligible.\(^\text{11}\)

We now turn to welfare results and optimized coefficients under the three different borrowing assumptions, as presented in Table 7. Welfare outcomes reveal that, under foreign borrowing, responding to financial market developments using the monetary instrument following a financial shock is much inferior - about 7 percent of steady state consumption- than using the macroprudential instrument. Indeed, the optimized coefficient for credit growth in the macroprudential rule (1.14) is higher than the optimized coefficient of credit growth in the monetary policy rule (0.63). The difference in welfare gains (optimized coefficients) between using the two policies narrows down to about 2 percent (0.3) when the model allows

\(^{11}\)As discussed before, macroprudential policy could still target specifically the financial sector as opposed to the Taylor type broad policy instrument (which also affects consumption) and therefore is expected to be welfare-superior.
for both foreign and domestic borrowing. When the only borrowing is domestic, responding through the policy rate or the macroprudential instrument becomes indifferentiable from a welfare point of view, and the optimized coefficients for the nominal credit growth in both instrument are very close. Note that the welfare gains from both policies are smaller under domestic borrowing as compared with the other two cases as the impact of the shock to the financial sector and the economy overall is smaller in this case, as mentioned previously.

The finding that the source of borrowing matters for the choice of policy instrument in responding credit market developments has practical policy implications. For emerging market economies where the size of foreign borrowing is typically large, using monetary policy in promoting financial stability is likely to generate more macro-financial instability than using macroprudential measures. Indeed, a number of macroprudential tools have been employed by countries with significant external obligations (IMF, 2012). Examples include caps on foreign currency income in Hong Kong, limits on currency mismatch in Brazil and Mexico and varying foreign currency reserve ratio in Turkey.

6 Conclusions

A key lesson from the recent financial crisis experience is that the objective of financial stability should be made a central part of macroeconomic management. Motivated by this issue, we explore how best to design monetary and macroprudential policies in an open economy New Keynesian general equilibrium model, incorporating the complementarities between the two sets of policies.

In our set-up, a response to credit market developments through monetary policy entails a reaction to a financial market variable in the policy rule while macroprudential policy imposes costs on financial intermediaries that are then passed onto borrowers. We have modelled the initial shock as an increase in investors’ perception of risk, which leads to a sudden reversal of capital inflows and hence tightening in credit conditions. Given the explicit consideration of financial frictions, both monetary and macroprudential policies have a non-trivial role in mitigating the impact of this shock.

Our results can be summarized as follows. First, following a financial shock, leaning against the wind either through the policy rate or through macroprudential measures help towards macroeconomic and financial stability, although macroprudential policy does a better job quantitatively. Under a productivity shock, however, welfare benefits from responding to financial market developments disappear. Moreover, when macroprudential measures are in place, welfare gains from responding to credit growth through traditional monetary policy tools is negligible. Overall, from a welfare point of view, it is better to delegate the use of
the monetary and macroprudential policies to the pursuit of two separate objectives; monetary and financial stability, respectively. Second, we find that in economies with sizable foreign borrowing, using a separate macroprudential instrument is the best policy option. The reason for this is two-fold: (i) large policy changes that are required to promote financial stability in the presence of foreign borrowing are likely to create undesirable macroeconomic and financial volatility, and (ii) macroprudential policy can directly influence the cost of foreign borrowing as opposed to the domestic policy rate.

In this paper, among other simplifying assumptions, we maintained that both monetary and macroprudential policies are executed by the same authority. We have thus excluded coordination issues between potentially separate policy authorities that may be in charge of monetary and macroprudential policies. We believe that examination of these issues can make important contributions to our understanding of how best to preserve the stability of financial systems and intend to take up these issues in future research.
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Table 1: Parameter Values for Consumption, and Production Sectors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.99</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2</td>
<td>Inverse of the intertemporal elasticity of substitution</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
<td>Elasticity of substitution between domestic and foreign goods</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>2</td>
<td>Frisch elasticity of labour supply</td>
</tr>
<tr>
<td>$(1 - \alpha)$</td>
<td>0.35</td>
<td>Degree of openness</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.35</td>
<td>Share of capital in production</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>11</td>
<td>Elasticity of substitution between domestic goods</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.025</td>
<td>Quarterly rate of depreciation</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.01</td>
<td>Share of entrepreneurial labor</td>
</tr>
<tr>
<td>$\Psi_I$</td>
<td>12</td>
<td>Investment adjustment cost</td>
</tr>
<tr>
<td>$\Psi_D$</td>
<td>0.0075</td>
<td>Responsiveness of household risk premium to debt/GDP</td>
</tr>
<tr>
<td>$\Psi_i, \Psi_M$</td>
<td>120</td>
<td>Price adjustment costs for $i = H, X$</td>
</tr>
<tr>
<td>$\varpi$</td>
<td>0.5</td>
<td>Inertia in the policy rule</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>0.5</td>
<td>Persistence of the domestic perception shock</td>
</tr>
<tr>
<td>$\Phi_t$</td>
<td>0.02</td>
<td>External risk premium</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.2</td>
<td>Monitoring cost</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>0.9933</td>
<td>Survival rate</td>
</tr>
</tbody>
</table>
Table 2: Parameters of the Policy Rules and the Macroprudential Instrument

<table>
<thead>
<tr>
<th>Monetary policy</th>
<th>Macroprudential policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation</td>
<td>Output gap+</td>
</tr>
<tr>
<td>Taylor rule</td>
<td>1.5</td>
</tr>
<tr>
<td>Taylor rule with credit gr.</td>
<td>1.5</td>
</tr>
<tr>
<td>Taylor rule + macroprud.</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Output gap is calculated as a deviation of output from its steady state.

Table 3: Welfare Results for Alternative Policies in Response to a Financial Shock

<table>
<thead>
<tr>
<th>Welfare Loss (( \Upsilon ))(^\wedge)</th>
<th>0.2106</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor rule (TR)</td>
<td>0.1593</td>
</tr>
<tr>
<td>TR with credit growth (CG)</td>
<td>0.1140</td>
</tr>
<tr>
<td>TR + macroprud. policy (MP)</td>
<td>-</td>
</tr>
<tr>
<td>Optimized Taylor rule (OTR)</td>
<td>-0.0324</td>
</tr>
<tr>
<td>OTR with CG</td>
<td>-0.1098</td>
</tr>
<tr>
<td>OTR + optimized MP (OMP)</td>
<td>-0.1178</td>
</tr>
</tbody>
</table>

\(^\wedge\) Welfare loss (\( \Upsilon \)) is expressed in units of steady state consumption. It represents the fraction of consumption (in %) required to equate welfare under any given policy rule to the one under the optimal simple rule (see Equation (21)), in the face of a 1% financial shock. Welfare is calculated as conditional to the initial deterministic steady state in each case.
Table 4: The Optimized Coefficients of Monetary and Macroprudential Policy Rules in Response to a Financial Shock*

<table>
<thead>
<tr>
<th>Policy</th>
<th>Inflation</th>
<th>Output gap</th>
<th>Credit gr.</th>
<th>Credit gr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt.Taylor rule (OTR)</td>
<td>1.1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OTR with CG</td>
<td>1.1</td>
<td>-</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>OTR + OMP</td>
<td>2.4</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
</tr>
<tr>
<td>OTR with CG+OMP</td>
<td>1.7</td>
<td>-</td>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

*Output gap is calculated as a deviation of output from its steady state.

Table 5: Welfare Results for Alternative Policies in Response to a Productivity Shock

<table>
<thead>
<tr>
<th>Policy</th>
<th>Welfare Loss ($\Upsilon$)$^\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor rule (TR)</td>
<td>0.2163</td>
</tr>
<tr>
<td>TR with credit growth (CG)</td>
<td>0.3302</td>
</tr>
<tr>
<td>TR + macroprud. policy (MP)</td>
<td>0.2411</td>
</tr>
<tr>
<td>Optimized Taylor rule (OTR)</td>
<td>-</td>
</tr>
<tr>
<td>OTR with CG</td>
<td>-</td>
</tr>
<tr>
<td>OTR + optimized MP (OMP)</td>
<td>-</td>
</tr>
<tr>
<td>OTR with CG+OMP</td>
<td>-</td>
</tr>
</tbody>
</table>

$^\lambda$ Welfare loss ($\Upsilon$) is expressed in units of steady state consumption. It represents the fraction of consumption (in %) required to equate welfare under any given policy rule to the one under the optimal simple rule (see Equation (21)), in the face of a 1 % productivity shock. Welfare is calculated as conditional to the initial deterministic steady state in each case.
Table 6: The Optimized Coefficients of Monetary and Macropreditential Policy Rules in Response to a Productivity Shock*

<table>
<thead>
<tr>
<th></th>
<th>Inflation</th>
<th>Output gap+</th>
<th>Credit gr.</th>
<th>Credit gr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt. Taylor rule (OTR)</td>
<td>1.1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OTR with CG</td>
<td>1.1</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>OTR + OMP</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>OTR with CG+OMP</td>
<td>1.1</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Output gap is calculated as a deviation of output from its steady state.

*We calculate the optimized parameters by searching numerically in the grid of parameters $\{\epsilon_\pi, \epsilon_y, \epsilon_D, \Psi\}$ that optimize welfare $V_t$ in response to the 1% productivity shock. Welfare is calculated as conditional to the initial deterministic steady state in each case.

Table 7: The Optimized Responses to Credit Markets under a Financial Shock: Sources of Borrowing

<table>
<thead>
<tr>
<th>Sources of Borrowing</th>
<th>Welfare Loss ($\Upsilon$)$^\dagger$</th>
<th>Opt. Coefficient of Credit Gr.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign</td>
<td>-0.0321</td>
<td>-0.1098</td>
</tr>
<tr>
<td>Domestic</td>
<td>-0.0205</td>
<td>-0.0310</td>
</tr>
<tr>
<td>Domestic and Foreign</td>
<td>-0.0262</td>
<td>-0.0447</td>
</tr>
</tbody>
</table>

$^\dagger$ Welfare loss ($\Upsilon$) is expressed in units of steady state consumption. It represents the fraction of consumption (in %) required to equate welfare under any given policy rule to the one under the optimal simple rule (see Equation (21)), in the face of a 1% financial shock. Welfare is calculated as conditional to the initial deterministic steady state in each case.

*We calculate the optimized responses by searching numerically in the grid of parameters $\{\epsilon_\pi, \epsilon_y, \epsilon_D, \Psi\}$ that optimize welfare $V_t$ in response to the 1% financial shock. Welfare is calculated as conditional to the initial deterministic steady state in each case.
Figure 1. A Negative Financial Shock: Taylor Rule and Macroprudential Policy†
(percent deviations from the steady state)

†The figures show the impact of a 1% negative shock to the perception of investors regarding the productivity of domestic entrepreneurs. The variables are presented as log-deviations from the steady state (except for interest rate), multiplied by 100 to have an interpretation of percentage deviations.
Figure 2. A Negative Financial Shock: Taylor Rule and Taylor Rule with Credit Growth†
(percent deviations from the steady state)

†The figures show the impact of a 1% negative shock to the perception of investors regarding the productivity of domestic entrepreneurs. The variables are presented as log-deviations from the steady state (except for interest rate), multiplied by 100 to have an interpretation of percentage deviations.
Figure 3. A Negative Productivity Shock: Taylor Rule and Macroprudential Policy†
(percent deviations from the steady state)

†The figures show the impact of a 1% negative productivity shock. The variables are presented as
log-deviations from the steady state (except for interest rate), multiplied by 100 to have an interpretation
of percentage deviations.
Figure 4. A Negative Productivity Shock: Taylor Rule and Taylor rule with Credit Growth†
(percent deviations from the steady state)

†The figures show the impact of a 1% negative productivity shock. The variables are presented as log-deviations from the steady state (except for interest rate), multiplied by 100 to have an interpretation of percentage deviations.