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Abstract

The study of income dynamics, such as the analysis of transitions into and out

of poverty, has a long history. The empirical analysis of health dynamics is less well

established. This paper considers the determinants of a binary indicator for the exist-

ence of functional limitations using seven waves (1991-1997) of the British Household

Panel Survey(BHPS). Our analysis has two focal points : 1) the relative contributions

of state dependence, heterogeneity and serial correlation in explaining the dynamics

of health and, 2) the investigation of the e�ects of exogenous variables, with a particu-

lar focus on educational attainment and long-run and short-run variations in income.

To investigate these issues we apply static and dynamic panel probit models with

exible error structures. To estimate the probit models we use maximum simulated

likelihood(MSL) with antithetic acceleration and implement a recently proposed test

for the existence of asymptotic bias. The dynamic models show strong positive state

dependence, with the e�ect for men around 150% of the e�ect for women.
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1 Introduction

The study of income dynamics, such as the analysis of transitions into and out of

poverty, has a long history (see Jenkins(1998) for a review). The empirical analysis

of health dynamics is less well established. This paper considers the determinants

of a binary indicator for the existence of functional limitations using seven waves

(1991/92-1997/98) of the British Household Panel Survey(BHPS).

The main objective of this paper is to analyse the dynamics of individual health.

This is of interest because of the persistent inequalities in health outcomes revealed

by the BHPS data. Speci�cally, suppose the occurence of illness was completely

random, with the data generated by a binomial distribution with a constant prob-

ability of illness in every period, p = 0:125, (approximately the sample mean of the

binary variable indicating functional limitations). In this case, 40% of men would

be expected to be healthy in every period, while the predicted probability of an

individual being ill in every period would be almost zero(4.8 e-7). In contrast the

observed sample proportions translate to around 73% and 4% respectively. Similar

deviations between observed sample proportions and those predicted by a binomial

model are found for women. Letting p = 0:15(the sample mean for women), around

32% of women would be expected to be healthy in every period, while a negligible

proportion(1.7 e-6) would be ill in every period. In contrast, the observed propor-

tions translate to 65% and 4 % respectively. This paper aims to decompose this

observed persistence into components due to state dependence,serial correlation and

unobserved heterogeneity.

A second objective of the paper is to consider the relationship between health

and income. In particular we investigate whether and how health responds dif-

ferently to long and short-run changes in household income. This is of particular

interest in the context of the recent focus on the di�erent impacts of transitory and

permanent poverty and deprivation on health (e.g Benzevalet al. (2000) ). From

this point on we refer to these variations as `permanent' and transitory'. If trans-

itory income variations are found to be unimportant relative to permanent e�ects

in explaining health outcomes, the focus of (health) policy interventions can ignore

these variations, and if the permanent e�ect is su�ciently large, focus resources on

those households who su�er persistent deprivation. Previous analyses of this issue

using the BHPS (e.g Benzeval et al.(2000)) have employed simple empirical models

and measures of income which have not fully exploited the panel dimension of the

data. The empirical models used here allow for persistent unobservable e�ects and
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correlations in the transitory error components and make full use of the outcome

information contained in the dataset.

Previous literature concerning health dynamics has considered the relationship

between health and schooling (e.g. Grossman(2000)). A third objective of this paper

is to analyse whether the dynamics of health vary with levels of education. This

is of particular relevance when considering interventions to alter health paths. To

investigate this issue we estimate the empirical models after splitting the data by

both gender and the highest academic quali�cation attained at the beginning of the

survey. By conditioning on previous health outcomes we are also able to reduce fears

of bias due to reverse causality.

There are a number of innovations in our empirical approach. Firstly, we con-

sider two approaches to dealing with the problem of initial conditions in models

with unobserved e�ects and lagged dependent variables. This problem is due to the

generic feature that the starting point of a survey is not the beginning of a process,

and that individuals inherit di�erent unobserved and time invariant characterist-

ics which a�ect outcomes in every period. These phenomena lead to endogeneity

bias in dynamic models with covariance structures that are not diagonal. Here we

consider the approaches of Wooldridge(2000) who considers random e�ects models

which can be implemented with standard software, and Heckman(1981), which is

relatively di�cult to implement, but can more easily accommodate more exible

error structures.

Secondly, we allow for more exible error structures than previously considered in

dynamic empirical models of health outcomes. To estimate models with more com-

plex error structures, we use maximum simulated likelihood(MSL) with antithetic

acceleration and implement a recently proposed test for the existence of asymptotic

bias due to simulation.

The structure of the paper is as follows. In section 2 we review some of the

previous literature on health dynamics. In section 3 we introduce the empirical

models and estimation strategy. Section 4 introduces the BHPS data and describes

the samples we use for estimation. Section 5 outlines our results, while a short

conclusion is provided in section 6.
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2 Context

The starting point for an economic analyis of health dynamics is the household

production model of Grossman(1972).1 In its discrete time version, health evolves

according to a di�erence equation where current health is equal to the undepreciated

component of health in the previous period plus investment in health in the previous

period. The theoretical model assumes that investment in health is produced by

combining market goods and time. Given an intertemporal utility function and

budget and time constraints, an optimality criterion is found for each period. When

this criterion is satis�ed in every period, the implied health path gives the optimal

path for desired health. Di�erences in health paths are wholly deterministic and

are due to di�erences in the parameters that de�ne the optimality criterion. For

example, increases in education are assumed to increase the e�ciency of investment

in health, so that more health is demanded by those that are more highly educated

due to a decrease in its shadow price. Similarly, an increase in the wage rate, will,

in general, lead to an increase in the demand for health by increasing the marginal

rate of return on health capital. Ageing is assumed to lead to an increase in the rate

of depreciation which leads to a reduction in the marginal rate of return for a given

amount of investment in health and a reduction in the level of desired health.

Grossman derived a reduced form version of the demand for health equation as a

function of age, wages, education, the prices of inputs in the investment function and

the depreciation rate in the initial period. However, this empirical function relies on

instantaneous adjustment to the desired health stock. Under a partial adjustment

mechanism, due, for example, to adjustment costs, current health will also depend

on previous health, and this model can be estimated using longitudinal data. This

formulation was used by van Doorslaer(1987), Wagsta�(1993) and Salas(2000), and

can be derived by using the identity outlined above in combination with a model for

gross investment.

3 Models and Estimation Strategy

We include previous values in our dynamic empirical models and suggest that these

may be viewed as approximating partial adjustment mechanisms. Our models should

also be viewed as reduced form speci�cations as they do not include objects of choice

such as medical care or other health inputs such as lifestyle.

1This model, with extensions and empirical applications, are reviewed in Grossman(2000) and

it is not discussed in detail here.
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The most general (reduced form) model that we estimate can be written as:

hit = 1(h�it > 0) = 1(X 0

it� + hit�1 + uit > 0) (i = 1; :::; N ; t = 1; :::T ) (1)

where 1(:) is a binary indicator function equal to one if the argument is true and zero

otherwise. Xit is a set of observed variables which may a�ect the health indicator

hit but which are uncorrelated with the error term. In the dynamic models  is a

parameter to be estimated, while the static models restrict  = 0. For most of the

paper we focus on models which restrict the covariance matrix:

hit = 1(X 0

it� + hit�1 + �i + �it > 0) (i = 1; :::; N ; t = 1; :::; T ) (2)

Here �i is an individual speci�c and time-invariant random component, assumed to

come from a normal distribution with mean zero and variance �2�. �it is a time and

individual speci�c error term uncorrelated with Xit and �i and across individuals,

but which may be serially correlated. In particular we consider that the error process

may be of the AR(1) form: �it = ��it�1+�it. �it is also assumed to be independently

and identically normally distributed with mean zero and variance �2� .

While our goal is to estimate the relative impacts of heterogeneity, �2�, state

dependence, , and autoregressive error structures, �, we begin by estimating models

which do not include the lagged variables and then introduce state dependence.

3.1 Static Models

We use a number of alternative estimation strategies.2 Firstly, and as a baseline

against which to compare alternative estimators, we estimate a pooled probit model

by maximum likelihood(ML). For the likelihood on which this estimator is based to

be correct, it is necessary to assume that the sampled data points are completely

independent: E(uit; uis) = 0 8 t 6= s. This allows for neither heterogeneity nor serial

correlation in �it. However, while the likelihood may be incorrect, it has been shown

that the pooled probit (pseudo)-ML estimator for � is consistent irrespective of

whether the assumed error structure is correct(Robinson(1982)).3 In addition, this

estimator has two attractive features: 1) It is computationally simple and fast, as it

2The total error variance in each period is constrained to equal one throughout.
3Guilkey and Murphy(1993) present Monte Carlo evidence which suggests that the pooled probit

ML estimator performs well when the the error structure is misspeci�ed provided that a robust

estimator, consistent in the presence of heteroskedasticity and auto-correlation, is used for the

covariance matrix of �̂.
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only requires (repeated) computation of the standard normal CDF to construct the

likelihood. 2) It allows us to consistently test whether sub-samples of the data come

from di�erent populations. This is not true of the ML estimator for the random

e�ects probit or more complex models. Unfortunately, the pooled probit estimator

does not give consistent estimates of the other parameters of interest, � and �2�, as

they are both restricted to equal zero.

The random e�ects probit estimator is employed in the case where � = 0 and

�2� is a parameter to be estimated. Given normality it is feasible to numerically

integrate over the distribution of the time-invariant random e�ects to obtain a good

approximation to the likelihood using Gauss-Hermite quadrature(see e.g Butler and

Mo�tt(1982) and Hyslop(1999)). To see the approach of Butler and Mo�tt(1982)

and to motivate the simulation-based approaches introduced later, let:

h�it = X 0

it� + �i + �it; (i = 1; : : : ; N ; t = 1; : : : ; T ) (3)

Then, the probability of observing the sequence hi1; : : : ; hiT for a particular indi-

vidual is:

Prob(hi1; : : : ; hiT ) =

Z bi1

ai1

� � �
Z biT

aiT

f(ui1; : : : ; uiT )duiT ; : : : dui1 (4)

with ait = �X 0

it�; bit = 1 if hit = 1 and ait = �1; bit = �X 0

it� if hit = 0.

Conditioning on the permanent component �i allows us to write:

Prob(hi1; : : : ; hiT ) =

Z bi1

ai1

� � �
Z biT

aiT

Z
1

�1

f(uij�i)f(�i)d�iduiT ; : : : ;dui1 (5)

where ui = (ui1; : : : ; uiT ). This can also be written as:

Prob(hi1; : : : ; hiT ) =

Z bi1��i

ai1��i

� � �
Z biT��i

aiT��i

Z
1

�1

f(�ij�i)f(�i)d�id�iT ; : : : ;d�i1 (6)

where �i = (�i1; : : : ; �iT )0. Further, since the conditional density of �ij�i is mul-
tivariate normal, independent of �i and has a diagonal covariance matrix:
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Prob(hi1; : : : ; hiT ) =

Z
1

�1

TY
t=1

�
�

�
bit � �i

(1� �2�)
1=2

�
� �

�
ait � �i

(1� �2�)
1=2

��
f(�i)d�i (7)

This expression can easily be manipulated into the desired form for approximation by

Gauss-Hermite quadrature. Unfortunately, and unlike the pooled probit estimator,

the random e�ects estimator is not robust to misspeci�cation of the covariance

matrix (e.g � 6= 0), and is therefore not as useful as the pooled probit estimator

in testing coe�cient equality. Furthermore, given the constraints imposed on the

model, serial correlation is ruled out. However, it is useful as a benchmark to assess

the accuracy of the simulation-based approach.4

The problem for estimation of a general LDV model with more than 3 or 4 di-

mensions can be illustrated by examining the procedure of Butler and Mo�tt(1982)

outlined above. In essence, the conditioning used to obtain (7) as a uni-dimensional

integral is no longer available: the conditional probability in (6) does not factorize

if, for example, there is serial correlation in the error term. In this context, standard

and computationally feasible numerical methods provide unsatisfactory approxim-

ations unless the dimensionality of the integral, T , is small.5 Simulation-based

estimation procedures have been developed to deal with situations where numerical

approximations are expected to perform poorly.

Simulation-based estimation procedures replace functions(usually de�nite integ-

rals) which are computationally intractable using numerical or analytical methods,

by random approximations(simulators) for these functions. The simulators are gen-

erally sample averages obtained by drawing pseudo-random samples from an appro-

priate distribution and evaluating a known function at these sample points.6 There

4An alternative estimator is based on generalized estimating equations(GEE)(see e.g. Pender-

gast et al. (1996)). The GEE approach is highly exible allowing for general correlation structures

and alternative representations of non-linearity. However, in non-linear models the random e�ects

and GEE estimators identify two di�erent parameters, with the GEE approach estimating `popula-

tion average' parameters while the random e�ects maximum likelihood estimator estimates `cluster

speci�c' parameters(see Pendergast et al. op cit and Neuhaus and Jewell(1993)). Nevertheless, a

useful feature of the GEE approach is the ability to estimate models with unrestricted correlation

matrices without computational di�culty. Results for this estimator are not presented here, but

are available on request from the authors.
5Hajivassiliou and Ruud(1994) give numerous examples of the `curse of dimensionality' in mi-

croeconometric models.
6Stern(1997) provides an accessible introduction and numerous references related to simulation-

based estimation. Lerman and Manski(1981) provided the original work on simulation-based estim-

ation in frequentist econometrics although Kloek and van Dijk(1978) used simulation techniques to

estimate a Bayesian simultaneous equations model.
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a number of generic approaches to the estimation of LDV models by simulation. In

this application we use the method of maximum simulated likelihood(MSL). MSL

has been used in the context of the binary panel probit model by Keane(1994)

and Hyslop(1999) who also provide the results of Monte-Carlo experiments. These

provide support for the use of this approach, given su�cient replications.

MSL is a conceptually simple extension of MLE: instead of forming the log-

likelihood through analytical or numerical methods, the log-likelihood is simulated

and then maximized to obtain MSL estimates of the model parameters.7 Following

Hyslop(1999), let the log-likelihood for the unknown parameters as a function of the

data be:

lN (�) =

NX
i=1

ln(l(�;hi;Xi)) (8)

where l(�;hi;Xi) is equivalent to (4). Then let �i = �i1; : : : ; �iR be a sequence

of primitive simulated values independent of the parameters of the model and the

data.8 We can then write:

~l(�;hi;Xi; �i) = (1=R)

RX
r=1

~l(�;hi;Xi; �ir) (9)

where ~l(�;hi;Xi; �ir) is an unbiased simulator for l(�;hi;Xi) and R is the number of

simulation replications. The MSL estimator of � is then de�ned as:

\�MSL = argmax(�)

NX
i=1

ln~l(�;hi;Xi; �i) (10)

Implementation of MSL estimation requires a simulator for the probabilities that

enter the log-likelihood function. There are many alternatives available for the sim-

ulation of multivariate normal rectangle probabilities(e.g. Hajivassiliou et al.(1996)

and Vijverberg(1997)). Given the current Monte-Carlo evidence (e.g. Hajivassiliou

et al.(1996) and Vijverberg(1997)), and the theoretical properties derived by Borsch-

Supan and Hajivassiliou (1993), the leading simulator is the Smooth Recursive Sim-

7We prefer the acronym MSL rather than Simulated Maximum Likelihood(SML) as it describes

the actual estimation procedure.
8These primitive values are independent pseudo-random draws from a U [0; 1] distribution.
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ulator (SRC), or Geweke-Hajivassiliou-Keane (GHK) simulator. This simulator is

strictly bounded by zero and one, smooth in the parameters (conditional on a smooth

method to obtain the inverse of the truncated normal CDF), unbiased, and consist-

ent in the number of replications R. Monte-Carlo evidence also shows that it has

low variance.9

The importance of these properties is clear when one considers the impact of

simulation on the log-likelihood function. Given the logarithmic transformation,

unbiasedness of a simulator is insu�cent to obtain an unbiased simulator of the log-

likelihood. Furthermore, the nonlinearity of the estimator of � as a function of the

log-likelihood means that unbiased simulation of the log-likelihood is not su�cient to

obtain an unbiased estimator of �. This is a familiar result for the theory of maximum

likelihood estimation for nonlinear models. However, consistency can be obtained

by reducing the error of the simulated sample log-likelihood to zero, as R !1, at

a su�cient rate with N . For a �nite variance and unbiased probability simulator,

as the number of replications grows the bias and variance of the approximation to

the sample log-likelihood approach zero, but the variance must reduce at a su�cient

rate to avoid asymptotic bias in the limiting distribution of\�MSL. Hajvassiliou

and Ruud(1994) show that a su�cient rate for this is R=
p
N ! 1 as N ! 1.

Furthermore, they show that this rate is also su�cient for MSL to be asymptotically

e�cient such that no correction is required for the covariance matrix relative to that

obtained for maximum likelihood: `Given enough simulations to overcome bias,

there are enough simulations to make the asymptotic contribution of simulation to

the limiting distribution of\�MSL negligible.' (Hajivassiliou and Ruud(1994))10

One of the practical implications of the above results is that a low-variance

simulator can reduce the number of replications required to obtain a given level of

bias. In this application we implement a test proposed by Hajivassiliou(2000) for the

su�ciency of the number of replications to reduce bias to a level which is dominated

by the variance of the MSL estimator. This test is described in appendix A.

To further reduce the variance of the simulators we use antithetic acceleration.

9Good descriptions of the SRC simulator for the panel probit model are available in

Hajivassiliou(1994), Hyslop(1999) and Inkmann(2000) and it is not outlined here.
10The main non-Bayesian competitors to MSL are the Method of Simulated Mo-

ments(MSM)(McFadden(1989)), and the Method of Simulated Scores(MSS)(Hajivassiliou and Mc-

Fadden(1998)). Hyslop(1999) and Hajivassiliou(2000) discuss the relative merits of the MSL,MSM

and MSS estimators noting that the principle advantage of the MSM and MSS is their ability

to obtain consistent estimators with a �nite number of replications. However, their computational

disadvantages can be severe. These and other issues are discussed by Contoyannis(2000). The avail-

ability of a formal statistical test(Hajivassiliou,2000) for the su�ciency of the number of replications

in the MSL context further diminishes the relative standing of the MSM and MSS estimators.
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These simulators use the original set of uniform random draws along with their

reections to estimate the probability of the observed sequence for each individual:

~l(�;hi;Xi; �i) = (1=2R)

2RX
r=1

~l(�;hi;Xi; �ir) (11)

where �i = �i1; : : : ; �i2R and �j = ��j�R for j = R+1; : : : ; 2R.11 Hajivassiliou(2000)

presents Monte-Carlo evidence suggesting that the antithetically accelerated simu-

lator for multivariate normal rectangle probabilities is superior to the standard SRC

simulator.

For the static models we also estimate (1) with an unrestricted correlation matrix

where ui = (ui1; :::; uiT )
0 is assumed to have a multivariate normal distribution with

mean zero and covariance matrix 
, with the only restriction on the matrix being

that the variance terms are set equal to one for identi�cation purposes.12

3.2 Dynamic Models

For the dynamic models we estimate models that allow for state dependence such

that the lagged binary dependent variable a�ects the current probability of observing

functional limitations. We consider two error structures. Firstly, a RE process with

no serial correlation in the residual error term, and then a RE+AR(1) process. This

11Some authors have implemented either �rst order or second order bias corrections(e.g Munkin

and Trivedi(1999)). We prefer to use the test statistic as it is informative of the magnitude of the bias

and non-rejection of the null hypothesis indicates the su�ciency of R conditional on N large. While

antithetic acceleration and the test we implement may equally well be applied to any simulation

estimator for which the full data generating process is available(e.g. in conjunction with the bias-

corrected MSL estimators) the computational requirements of the bias-corrected estimators are

greater for a given number of replications. It is however possible that the bias-corrected estimators

may reach a given level of bias relative to the standard error of the estimator with fewer replications

and a lower computation time.
12In fact, with the � parameters assumed to be time invariant, it is only required that one vari-

ance term be restricted in the general case. However, the imposition of more structure, such as the

variance of the random e�ect being speci�ed as a constant proportion of the total error variance

over time as we use here, leads to the variances being equal in every time period. For an analysis

of the e�ects of incorrectly imposing the homoskedasticity assumption in a panel probit model

see Inkmann(2000). Inkmann(2000) presents Monte Carlo evidence which suggests that a Gen-

eralized Method of Moments(GMM) estimator based on nonparametric estimation of the optimal

instruments(Bertschek and Lechner(1998), outperforms the MSL estimator under misspeci�cation

in terms of false assumptions on the variance covariance matrix. However, the increase in perform-

ance is marginal and comes at the cost of a reduction in e�ciency if the structure is as assumed. It

is also di�cult to envisage why the variance of the overall error term should vary over time in our

context and we thus restrict the variances equal to one in every period. This also eases comparab-

ility with other results as all estimators of � have the same scaling. The GMM estimator above has

not been developed for the dynamic case, while, as discussed in section 3.2, the MSL approach can

obtain consistent estimators for models including lagged dependent and latent variables.
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sequence allows us to observe whether and how the parameter estimates vary with

restrictions on the error and probability processes.

State dependence, random e�ects and serial correlation

Heckman (1981) recognizes two assumptions that are typically invoked concerning

a discrete time stochastic process with a binary outcome, and suggests alternative

ways of dealing with the initial conditions problem when these are untenable. The

�rst assumption is that the initial observations are exogenous variables. This is

invalid when the error process is not serially independent and the �rst observation

is not the true initial outcome of the process. In our case, the latter condition is

violated, while the former is unlikely to be correct. Treating the lagged dependent

variables as exogenous when these assumptions are incorrect leads to inconsistent

estimators. The second assumption often invoked is that the process is in equilib-

rium such that the marginal probabilities have approached their limiting values and

can be therefore be assumed time-invariant. This assumption is untenable when

non-stationary variables such as age and time trends are included in the model as

we do here. However, Heckman (1981) suggests two alternative ways of obtaining

consistent estimators for small T and large N .

One approach is to construct the exact joint distribution of the outcomes includ-

ing the initial observation, conditional on the exogenous variables and unobserved

e�ects and then integrate over the distribution of the unobserved e�ects, as sugges-

ted in the previous section for static models with random e�ects. The unobserved

e�ects are usually assumed normally distributed and uncorrelated with the exo-

genous variables. However, this assumption is easily relaxed. Unfortunately, this

exact solution is not possible in general as it requires knowledge of the true initial

conditions, and knowledge, or the ability to estimate the joint distribution of, the

pre-sample observations of the exogenous variables.

The second suggested approach, and one which we employ, is to approximate

the reduced form marginal probability of the initial observed outcome using a probit

model while allowing the error terms in the initial period to be freely correlated with

the error terms in all othr periods.13 The regressors in this model are the exogenous

variables in the �rst period with no restrictions imposed on the parameters of the

�rst period index function and that of later periods. The approximate nature of

this solution is clear from this lack of restrictions. The likelihood function to be

13The variance of the error term in the initial period is also restricted to equal one.
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maximized is then constructed as the product of the �rst period marginal probability

and the joint probability of the future values conditional on the �rst observation.

Heckman (1981), �nd that this approximation works well for the RE case using

exact ML, while Hyslop (1999) using MSL for the RE+AR(1) case, �nds that the

approximation works well if the bias due to simulation has been overcome. Here we

implement this approximation for both the RE and RE+AR(1) cases using MSL.

This is performed by using the SRC(GHK) simulator with antithetic acceleration

to approximate the multivariate normal probabilities implied by the model. In this

case however, the correlation structure is parameterised by T � 1 more parameters

while the parameters and variables for the �rst period index function di�er from

those for other periods.

Wooldridge(2000) has suggested an alternative approach to dealing with the ini-

tial conditions problem in non-linear, dynamic, random e�ects models. Rather than

specifying or approximating the conditional distribution of the initial observation,

Wooldridge(2000) suggests modelling the distribution of the unobserved e�ect condi-

tional on the initial value and any exogenous explanatory variables. This conditional

maximum likelihood (CML) approach results in a likelihood function based on the

joint distribution of the observations, exclusive of, but conditional on, the initial

observations and all periods of the exogenous variables. A bene�t of the CML ap-

proach relative to the approximate method described above is that, in the dynamic

random e�ects probit case, a parameterisation of the distribution of the unobserved

e�ects can be found which leads to a likelihood function easily maximized using

pre-programmed commands with standard software (e.g. STATA).14

We implement this approach using the suggestion of Wooldridge(2000) by para-

meterizing the distribution of the individual e�ects as normal:

�i = �0 + �1yi0 + �xi�2 + ai; (12)

where �xi is the average over the sample period of the observations on the exogenous

variables and ai is distributed N(0; �2�) and independently of these variables and

the initial condition. This approach leads to the density to be maximized having a

random e�ects structure with the regressor vector at time t augmented to include

14While this parameterization is not restricted by the model for the outcomes, the CML approach

does specify a complete model for the unobserved e�ects and may therefore be sensitive to mis-

speci�cation. This feature is shared by the approximate approach we employ, as a model for the

unobserved e�ects is required for construction of the unconditional joint density. In probit models

with unobserved e�ects this is a requirement to obtain consistent estimators for �xed T .
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yi0 and �xi. Three features should be noted. Firstly, this speci�cation implies that

the identi�ed e�ects of all time-invariant characteristics are composite e�ects of the

relevant elements of � and �2. Secondly, all time dummies must also be dropped

from �xi to avoid perfectly collinearity with one another and with the constant term.

Thirdly, the estimate of �1 is also of interest as it is informative about the rela-

tionship between �i and yi0. We would expect this to be positive in general. We

implement this approach for the random e�ects model, noting that while it provides

a useful comparator for the simulation-based approach, we would not expect para-

meter estimates from this approach and that of Heckman(1981) to converge as the

number of replications gets large. Unlike the static case, where the RE estimator

using quadrature provides a benchmark for the accuracy of MSL, the underlying

functions of the data that are maximized using the approaches of Heckman(1981)

and Wooldridge(2000) are di�erent.15

4 The Data

In estimating the models we exploit the panel data available in the British House-

hold Panel Study(BHPS). This consists of seven waves(1991-1997) and includes rich

information on occupational, socio-demographic and health variables. The BHPS is

a longitudinal survey of private households in Great Britain(England, Wales, and

Scotland), and was designed as an annual survey of each adult (16+) member of

a nationally representative sample of more than 5,000 households, with a total of

approximately 10,000 individual interviews. The �rst wave of the survey was con-

ducted between 1st September 1990 and 30th April 1991. 16 The same individuals

are re-interviewed in successive waves and, if they split o� from their original house-

holds are also re-interviewed along with all adult members of their new households.

In this analysis we use a balanced sample of respondents for whom information on

all the required variables is reported at each wave.

After excluding missing values due to attrition and item non-response, we ob-

tain a working sample of N = 6; 106 individuals(42; 742 observations). Descriptive

statistics and variable de�nitions for the sample are given in Table1.

15We do not consider using this approach for the RE+AR(1) case, as while it can be extended,

the estimator will require simulation and further restrictions, and it does not therefore maintain its

advantages over the approach of Heckman(1981).
16The initial selection of households for inclusion in the survey was performed using a two-stage

strati�ed systematic sampling procedure designed to give each address an approximately equal

probability of selection. For further details see Taylor(1998) .
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Table 1: Variable de�nitions and sample means

FULL SAMPLE

N = 6106
NT = 42742

HLLTYES 1 if health limits daily activities compared to others of same age, 0 otherwise .140
WIDOWED 1 if widowed, 0 otherwise .082
NVRMAR 1 if never married, 0 otherwise .146
DIVSEP 1 if divorced or separated , 0 otherwise .069

OTHETH 1 if a member of ethnic group other than white, 0 otherwise .027
DEGHDEG 1 if highest academic quali�cation is degree or higher degree, otherwise .108
HNDALEV 1 if highest academic quali�cation is HND or Alevel, 0 otherwise .224

OCSE 1 if highest academic quali�cation is Olevel or CSE, 0 otherwise .289
HHSIZE Number of people in household including respondent 2.802
NCH04 Number of children in household aged 0-4 .152
NCH511 Number of children in household aged 5-11 .268
NCH1218 Number of children in household aged 12-18 .184
MEANIN Annual household income in pounds 21510.97

AGE Age in years at 1st december of current wave 46.667

The health indicator (HLLTYES) is de�ned by a binary response to the ques-

tion: `Does your health in any way limit your daily activities compared to most

people of your age?' HLLTYES should therefore be interpreted as an indicating a

deviation from `average' health at a given age.17 Income is measured by the in-

dividual speci�c sample mean of annual household income(MEANIN) and by the

ratio of current income to this sample mean(DEVINC). Both of these variables are

transformed to natural logarithms to allow for concavity of the health-income re-

lationship. Throughout the discussion these (transformed) variables are referred

to as permanent and transitory income respectively.18 Other variables included

are marital status (WIDOWED,NVRMAR,DIVSEP) and the highest educational

quali�cation attained by the end of the sample period in descending order of at-

tainment (DEGHDEG,HNDALEV,OCSE).19 We include an indicator of ethnic ori-

gin(OTHETH), the number of individuals living in the household including the re-

spondent(HHSIZE), and the numbers of children living in the household at di�erent

ages (NCH04, NCH511, NCH1218). These variables may a�ect health directly, but

the primary reason for their inclusion is to control for household composition e�ects.

Thus, we estimate the e�ect of income conditional on these variables. This is an

alternative to using an equivalence scale to standardize for household composition

before estimation. Age is included as a fourth-order polynomial,(AGE;AGE2 =

AGE2=100; AGE3 = AGE3=10000; AGE4 = AGE4=1000000), and a vector of time

17However, cohort e�ects and reporting bias, potentially due to misinterpretation of the question,

may remain. In any case, we condition on a quartic function of age in the empirical analysis.
18We use the terms permanent and transitory income as a shorthand for the variables de�ned

above. These should not be confused with the concepts of permanent income and deviations from

permanent income as commonly used in the intertemporal consumption literature.
19Married or living as a couple(MARCOUP) is the excluded category for marital status. Similarly,

NOQUAL(No academic quali�cations) is excluded for the educational variable.
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dummies are included to account for aggregate health shocks, time-varying reporting

changes, and any e�ects of age which are not captured by the polynomial.

Tables 2 and 3 present sample means for men and women respectively. In order

to obtain a parsimonious and informative description of the samples we select sub-

samples of the data based on the sequences of outcomes.20 The �rst column of

each table presents the sample means for the full samples of men and women. The

second column contains information on those who were `healthy'(HLLTYES=0) for

all seven periods, while the third column describes the data for those who were

`ill'(HLLTYES=1) for all seven waves. The remaining columns present data for

those who made transitions in their health status over the sample period. The

fourth column presents results for those who made a single move from illness(i.e

1000000,1100000,...,1111110), while the �fth column presents results for those who

made a single move to illness(i.e 0111111,0011111,...,0000001). The sixth column

contains information on those who made multiple moves(e.g. 1010000, 1101010).

Columns 2-6 are thus based on sub-samples of the data which are mutually exclusive

and exhaustive of the sample space.

Table 2: Variable means by sub-sample- MEN

FULL Ill 0 yrs Ill 7 yrs single move single move multiple moves

from illness to illness
N = 2715 N = 1977 N = 103 N = 66 N = 181 N = 388

NT = 19005 NT = 13839 NT = 721 NT = 462 NT = 1267 NT = 2716

HLLTYES .124 0 1 .320 .400 .361
WIDOWED .033 .025 .085 .065 .036 .052
NVRMAR .179 .190 .110 .184 .138 .166

DIVSEP .053 .049 .093 .045 .061 .062
OTHETH .029 .028 .019 .076 .033 .028

DEGHDEG .128 .147 .049 .106 .055 .093
HNDALEV .272 .298 .097 .197 .204 .227

OCSE .141 .281 .165 .136 .204 .224
HHSIZE 2.85 2.94 2.30 2.58 2.83 2.61
NCH04 .146 .167 .021 .091 .115 .094
NCH511 .247 .266 .115 .188 .261 .191

NCH1218 .180 .192 .122 .099 .211 .131
MEANIN 22786.64 24693.34 13944.31 19524.60 18234.02 18097.31

AGE 46.118 43.54 58.96 51.41 52.07 52.18

No years ill %
zero 72.82 100 - - - -

one 9.47 - - 59.09 38.12 38.40
two 4.46 - - 12.12 16.57 21.39

three 2.62 - - 4.55 10.50 12.63
four 2.50 - - 4.55 11.05 11.60
�ve 1.99 - - 9.09 9.39 7.99
six 2.36 - - 10.61 14.36 7.99

seven 3.79 - 100 - - -

For men, average income is higher for the healthy than for the ill and for those

that move from illness than for those that move to illness or who make multiple

20To describe the data for each outcome sequence would require(potentially) 27 = 128 sub-

samples.

15



Table 3: Variable means by sub-sample- WOMEN

FULL Ill 0 yrs Ill 7 yrs single move single move multiple moves

from illness to illness
N = 3391 N = 2206 N = 141 N = 104 N = 254 N = 686

NT = 23737 NT = 15442 NT = 987 NT = 728 NT = 1778 NT = 4802

HLLTYES .154 0 1 .338 .366 .367
WIDOWED .121 .087 .236 .092 .208 .178
NVRMAR .119 .120 .113 .155 .111 .114

DIVSEP .083 .075 .103 .117 .093 .093
OTHETH .026 .017 .057 .048 .039 .039

DEGHDEG .093 .105 .014 .106 .075 .074
HNDALEV .186 .200 .064 .298 .126 .172

OCSE .312 .355 .149 .212 .217 .258
HHSIZE 2.76 2.89 2.20 2.73 2.52 2.55
NCH04 .157 .184 .061 .146 .092 .116
NCH511 .284 .320 .117 .243 .235 .228
NCH1218 .188 .203 .079 .173 .156 .178

MEANIN 20489.6 22495.50 13299.57 19557.36 16337.35 17195.73
AGE 47.11 44.40 60.27 44.10 53.67 51.14

No years ill %
zero 65.05 100 - - - -
one 12.36 - - 51.92 42.91 37.32

two 5.78 - - 18.27 16.14 19.83
three 4.10 - - 5.77 12.20 14.87
four 3.24 - - 3.85 9.84 11.81
�ve 2.65 - - 5.77 8.27 9.18
six 2.65 - - 14.42 10.63 7.00

seven 4.16 - 100 - - -

moves. A qualitatively similar, but reversed relationship exists between healthiness

and age. Those that are always observed to be ill have a much lower level of aca-

demic attainment than those who are always observed to be healthy, and to a lesser

degree, have lower quali�cations than those who made a single move from illness

or made multiple moves. Those who made a single move to illness also have lower

educational quali�cations than the last two groups. This may indicate that edu-

cation interacts with past health, such that higher education increases the chances

of recovering from illness. Empirically, this may translate into interactions between

the lagged dependent variable and educational status in the dynamic models, or

to di�erential evolution of exogenous variables or the error structure of the model.

Those who are always ill live in smaller households, and have fewer young children.

This does not appear to be solely an artefact of a negative correlation between age

and fertility as those who make a single move to illness also have large numbers of

young children in the household. Those who are ill in every period are more likely

to be widowed or separated than those who are never ill, who are in turn more likely

to have never been married or cohabited than any other category. This may be an

artefact of a correlation between age and marital status. Non-whites are less likely

to be ill in all seven periods and more likely, if initially ill, to make a `permanent'

move to healthiness. The distribution of years ill indicates signi�cant persistence

in observed illness. To compare this to the most extreme alternative, consider a
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binomial distribution with constant probability of illness in every period, p = 0:125,

(approximately the sample mean of hi), independent across individuals. In this case,

around 40% of men would be healthy in every period, while the probability of an

individual being ill in every period would be almost zero(Prob=4.8 e-7). In contrast

the sample proportions translate to around 73% and 4 % respectively.

The proportion of illness observations is around 25% higher for women than for

men, in line with other data on the relative magnitudes of physician consultations

and self-assessed general health. This indicates that our dichotomous measure is at

least qualitatively in line with information from other sources. The patterns across

income, age and levels of education are similar to those for men. Comparing the

distribution of observed illness with that expected from independent and identical bi-

nomial distributions also indicates signi�cant persistence. Letting p = 0:15, around

32% of women would be expected to be healthy in every period, while a negligible

proportion(1.7 e-6) would be ill in every period. In contrast, the observed propor-

tions translate to 65% and 4 % respectively. The decomposition of this observed

persistence into components due to state dependence, serial correlation and unob-

served heterogeneity is one of the main objectives of this paper.

Before continuing to a discussion of the empirical results, a number of consid-

erations should be noted. Firstly, we do not include some standard measures of

socio-economic and occupational status such as social class and occupational group.

This is due to the likelihood of overparameterizing a model which is already di�cult

to identify due to the number of categorical variables we employ and the known

di�culties in numerically identifying the parameters of the more general forms of

the panel probit model. This is further justi�ed by the high correlations of these

variables with household income. However, we must be careful to note that the

income e�ects are not conditional on these variables; they also include the e�ects

of variables which are correlated with income and which may directly a�ect health.

Given these considerations, we do not attempt to interpret the parameter estim-

ates as pure causal e�ects. Rather, they are seen as composites of the e�ects of a

change in income and an indirect e�ect due to variation in correlated variables such

as socio-economic or occupational status(e.g a change from part-time to full-time

work).

Furthermore, while the majority of the independent variables may be considered

exogenous, the income e�ects may be further contaminated by the e�ects of cor-

relation between the time-invariant individual e�ect and income. A number of au-

thors(e.g. Mundlak(1978), Chamberlain(1984) have suggested parameterizing the
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individual e�ect to obtain a correlated random e�ects model. The model we es-

timate may be derived from a number of structural models and correlated random

e�ects speci�cations which are observationally equivalent. In particular, suppose the

true structural model (where observed variables other than income are suppressed)

is:

h�it = �ln(xit= �xi) + �i + �it; (13)

and the individual e�ect is parameterized as:

�i = 'ln( �xi) + wi: (14)

By substitution, it can be seen that

h�it = �ln(xit= �xi) + 'ln( �xi) + wi + �it (15)

which is observationally equivalent to the speci�cation we estimate.

Similarly, if a speci�cation observationally equivalent to (15) was considered as

the true structural model, then considering the individual e�ect to be parameterized

as (14), the resulting observational model has the same form as (15). Other paramet-

erizations of the individual e�ect in terms of
PT

s=1 'slnxis + wi and a combination

of this parameterization with (13) or (15) lead to models which are not observation-

ally equivalent to our model. We estimated these models, and while Wald tests for

the 's terms were generally not statistically signi�cant, estimation was plagued by

collinearity problems. Furthermore, previous work using the BHPS by Contoyannis

and Rice(2000) has shown the correlation between an unobserved individual e�ect

and self-assessed health to be time invariant in a model of earnings. This suggests

that the individual e�ect in a model for health may be parameterized by a time

invariant function of income such as (14) which leads to observational equivalence

with our empirical model. In general, these considerations suggest that we should

be wary of interpreting the estimates as structural e�ects.
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5 Estimation Results

5.1 Static Models

To test whether the data could be pooled across men and women we estimated a

pooled independent probit model with interaction terms for the explanatory vari-

ables. Pooling of the data is strongly rejected by a LR test: (�2(23) = 148:60; p =

0:0000). It should be noted that this is a consistent test of parameter constancy as

the pooled probit estimator is consistent for the coe�cients given the correct speci�c-

ation of the latent conditional mean function and distributional form. Throughout

the rest of the paper we present models estimated for men and women separately.

Secondly, we estimated independent probit models incorporating a robust estim-

ator of the covariance matrix. Again, these estimators are consistent given correct

speci�cation of the latent conditional mean function and normality of the error

terms. The results for men and women are presented in the �rst columns of Tables

13 and 14 in the appendix.

Thirdly, we implemented estimators of the Gaussian random e�ects model (equa-

tion (2) with  = � = 0) using Gaussian quadrature with 24 evaluation points. This

is useful as a benchmark to validate both the program and the accuracy of the

simulation-based approach for likelihood evaluation and the construction of estim-

ators. Thus Table 4 compares selected results using quadrature and MSL with

R = 150. These are very close and indicate that the simulation-based approach

delivers high accuracy for both likelihood evaluation and estimation in our context.

Full results for the simulation estimators of the random e�ects model are in the

second columns of Tables 13 and 14.

Fourthly, we estimated the static version of equation (2) allowing for serial cor-

relation and random e�ects(RE+AR(1)) using MSL. The full results are presented

in the third columns of Tables 13 and 14. Lastly we estimated the static version of

equation (1) allowing for an unrestricted correlation structure. These results are in

the fourth columns of Tables 13 and 14. Rather than describe in detail the results for

all models here, we focus on comparisons of the main parameters of interest across

the models.

In Table 5 alternative model selection criteria are displayed for the models es-

timated by MSL for R = 150. For both men and women, the unrestricted model

is preferred on the grounds of the log-likelihood and the Akaike Information Cri-

terion(AIC) de�ned as: �2lnL+ k where k is the number of estimated parameters

in the model. While the unrestricted model is preferred when the penalty for in-
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Table 4: Comparison of estimated permanent and transitory income coe�cients and

�2� using Gaussian quadrature and simulation for RE Probit models:(R = 150)
MEN WOMEN

MSL MLE MSL MLE

lnL -4290.55 -4291.19 -6762.7 -6759.8

�2� .7883 .7836 .7425 .7471

Permanent Income -0.510 -0.490 -0.307 -0.297

Transitory Income -0.052 -0.049 -0.039 -0.038

Table 5: Alternative model selection criteria for models estimated using maximum

simulated likelihood: (R = 150)
lnL AIC BIC CAIC

MEN:

Unrestricted -4188.07 8421.12 8731.92 8820.00

RE+AR1 -4214.83 8455.66 8635.23 8626.82

RE -4290.55 8606.10 8778.76 8851.31

WOMEN:

Unrestricted -6662.12 13369.24 13690.04 13822.01

RE+AR1 -6683.35 13392.70 13578.05 13654.21

RE -6762.67 13550.34 13728.56 13802.21

creasing k is additive in k, it is not preferred when the penalty for an increase

for the number of parameters increases with the number of observations, as for the

Bayesian Information Criterion(BIC):�2lnL+(lnN)k or the Consistent AIC(CAIC)

: �2lnL+(1+ lnN)k. For both men and women, the RE+AR(1) model is preferred

by the latter criteria. For nested models, the criteria can be seen as relating to

the outcome from LR tests with progressively more stringent criteria required to

reject the restricted model. For example, for women the LR statistic comparing the

unrestricted with the RE+AR(1) model suggests a p-value of 0.0015. However, this

is insu�cient for the BIC and CAIC to prefer the unrestricted model; log-likelihood

di�erences larger than implied by this p-value are required to prefer the general

model, given the sample size and the number of extra parameters, relative to the

RE+AR(1) model.21 We therefore focus on the RE+AR(1) model as the results

from this model are more concise, easier to interpret, and it is also preferred by the

BIC and CAIC.

Table 6 shows that the magnitudes of the coe�cients on permanent and transit-

21Cameron and Trivedi(1998) pp182-3 describe these alternative criteria.
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Table 6: Permanent and transitory income e�ects under alternative models of the
covariance structure:(R = 150)-(standard errors in parentheses)

INP(Robust) RE RE +AR(1) General

MEN:

Permanent -0.573(0.0605) -0.509(0.0488) -0.509(.0486) -0.511(.0488)

Transitory -0.115(0.0296) -0.052(0.0232) -0.057(.0246) -0.055(0.0241)

WOMEN:

Permanent -0.341(.0445) -0.307(0.0375) -0.313(0.0384) -0.316(0.0379)

Transitory -0.056(.0261) -0.039(0.0217) -0.035(0.0223) -0.0341(0.0222)

ory income are largely invariant to the form of the correlation matrix. The relative

magnitudes of the permanent to the transitory e�ects are consistently around 9 for

both men and women. While we should be careful not to compare absolute para-

meter values across men and women as meaningful due to di�erential scaling, we

can compare relative magnitudes directly. We can therefore infer that the estimated

magnitudes of both the permanent and transitory income e�ects relative to the lat-

ent error variance seem to be about 5/3 for men relative to women. This condition

should also be noted when comparing across other samples. With a similar distri-

bution of exogenous characteristics across genders, this relationship will also hold

for the ratio of the marginal e�ects at the respective sample means.

As noted in the descriptive analysis, it appears that the dynamics of illness

may be inuenced by educational status. We split the samples of men and women

into further sub-samples based on the highest attained quali�cations and estimated

the preferred model(RE+AR(1)) for these sub-groups separately. These sub-group

estimates are only available for the static models as the dynamic models were in-

estimable within education groups due to identi�cation probems. Table 7 presents

results for the estimates of the autocorrelation parameter and the proportion of

variance attributable to the individual e�ect for the static models.

For the full sample of men, the inclusion of an autocorrelation term reduces

the proportion of the total error variance due to the random e�ect by around 10%,

suggesting that the estimate of unobserved heterogeneity is exaggerated when auto-

correlation in the residual error component is ignored. Given that � is estimated to

be positive, this result is expected. Across the subsamples of men there does not

appear to be a discernible gradient in the estimates of �, while the variance of the

individual e�ect is lower for those with intermediate levels of education. For women,

the inclusion of the autocorrelation parameter has a similar e�ect in the full sample.
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Table 7: Estimates of autocorrelation and proportion of variance parameters for RE

and RE+AR(1) models by gender and educational group: (R = 150)
�2� �

RE RE+AR(1) RE+AR(1)

MEN:

FULL SAMPLE .7882 .6908 .5409

DEGHDEG - .6861 .4221

HNDALEV - .6102 .5147

OCSE - .7298 .4716

NOQUAL - .7028 .5781

WOMEN:

FULL SAMPLE .7425 .6811 .4009

DEGHDEG - .3880 .4215

HNDALEV - .5613 .4279

OCSE - .6913 .3702

NOQUAL - .7389 .3611

However, there is much more variation in the proportion of the variance explained

by the individual e�ect, with the proportion much higher for those with no quali-

�cations relative to those with a degree or higher degree: (t = 3:39). This suggests

more homogeneity amongst highly educated women in their unobserved propensities

to su�er illness.22 The autocorrelation parameters are, in general, lower for women

suggesting that unobserved health shocks are not as persistent. However, the auto-

correlation parameters are very similar for men and women with a degree or higher

degree.

Table 8 presents estimates of permanent and transitory income e�ects for all

samples based on RE+AR(1) models estimated using MSL with R = 150. It should

be noted that the functional form of the model allows us to derive neat interpret-

ations of the e�ects of income from the estimated coe�cents. Letting � be the

transitory income e�ect and � the permanent income e�ect we can decompose the

total conditional e�ect of income on latent health for individual i in period t as:

�ln(xit) + (� � �)ln( �xi). This decomposition allows us to examine whether various

forms of income e�ect exist. There are �ve possible alternatives:

22This may also indicate the existence for a number of latent subgroups for the unquali�ed,

splitting the population into those that are more likely(conditional on observed characteristics) to

be be ill for all seven periods and those healthy for all seven periods. Investigation of this issue

may be approached using a semi-parametric(�nite mixture) approach, but is beyond the scope of

this paper.
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1.) � 6= � 6= 0, there exist both transitory and permanent income e�ects with the

relative magnitudes given by the coe�cients.

2.) � = 0; � 6= 0, existence of permanent e�ect only.

3.) � 6= 0; � = 0, existence of transitory e�ect only.

4.) � = � 6= 0, current income e�ect only.

5.) � = 0; � = 0, no income e�ects.

The parameter estimates(and standard errors) allow us to easily test which of these

hypotheses are best supported by the data. For example, for the full sample of men,

both coe�cient estimates are individually statistically signi�cant at the 5% level,

while the hypothesis of equality is easily rejected, the test statistic is equal to 79.51,

with a �2 critical value of 3.814. This implies the existence of both transitory and

permanent income e�ects, with the permanent e�ect around 9 times the magnitude

of the transitory e�ect. An almost identical result occurs for women, although the

transitory e�ect is not statistically signi�cant, indicating that only a permanent

income e�ect may exist for women.

Table 8: Permanent and transitory income e�ects for RE+AR1 models by gender

and educational category:(R = 150)

Permanent Transitory \�PER=\�TRA

MEN

FULL -0.509(0.049) -0.057(0.025) 8.93

DEDHDEG -0.277(0.192) 0.056(0.104) -4.95

HNDALEV -0.590(0.107) -0.100(0.059) 5.90

OCSE -0.505(0.096) -0.040(0.058) 12.63

NOQUAL -0.545(0.075) -0.089(0.037) 6.12

WOMEN

FULL -0.313(0.038) -0.035(0.022) 8.94

DEGHDEG -0.406(0.149) -0.004(0.090) 101.50

HNDALEV -0.272(0.094) 0.031(0.069) -8.77

OCSE -0.392(0.071) -0.040(0.043) 9.80

NOQUAL -0.290(0.057) -0.058(0.032) 5.00

For men only, the health of those with a degree or higher degree appears respons-

ive to permanent di�erences in income, although neither coe�cient is individually

statistically signi�cant, nor can the hypothesis of equality be rejected. The es-

timated permanent response is substantially smaller than for the other categories.
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Other educational categories have similar permanent responses, although there is

some variation in the transitory e�ects. However, the parameter estimate is statist-

ically signi�cant only for those with no quali�cations.

For women with a degree or higher degree, as for men, health does not exhibit

a transitory income response. However, unlike highly educated men, they exhibit a

greater response to permanent income variation than other groups. For all groups,

the e�ect of transitory income is not statistically signi�cant, while for all groups we

are able to reject the hypotheses of the non-existence of permanent e�ects and of

the equality of coe�cients at the 1% level.

Table 9: Estimates of permanent and transitory income e�ects, �2� and � by gender

and educational group for RE+AR(1) model: (R = 75=100=150)
Permanent Transitory

R=75 R=100 R=150 R=75 R=100 R=150
MEN

FULL -0.515 -0.515 -0.510 -0.057 -0.059 -0.057
DEGHDEG -0.268 -0.289 -0.277 0.053 0.051 0.056
HNDALEV -0.582 -0.580 -0.590 -0.098 -0.097 -0.100

OCSE -0.505 -0.514 -0.505 -0.036 -0.040 -0.040
NOQUAL -0.5266 -0.5288 -0.5447 -0.0876 -0.0886 -0.0893

WOMEN

FULL -0.3080 -0.3159 -0.3127 -0.0319 -0.0343 -0.0348
DEGHDEG -0.4215 -0.4124 -0.4060 -0.0080 -0.0077 -0.0040
HNDALEV -0.2738 -0.2702 -0.2716 0.0318 0.0311 0.0311

OCSE -0.3949 -0.3963 -0.3919 -0.0396 -0.0400 -0.0401

NOQUAL -0.2921 -0.2956 -0.2905 -0.0589 -0.0595 -0.0579

�
2

�
�

R=75 R=100 R=150 R=75 R=100 R=150
MEN

FULL 0.698 0.695 0.691 0.521 0.528 0.541

DEGHDEG 0.696 0.703 0.686 0.387 0.396 0.422
HNDALEV .6057 0.5975 0.6102 .5043 0.5199 0.5147

OCSE 0.7217 0.7107 0.7298 0.4712 0.5004 0.4716
NOQUAL 0.7055 0.6920 0.7028 0.5721 0.5933 0.5781

WOMEN

FULL 0.6803 0.6820 0.6811 0.3933 0.3916 0.4009
DEGHDEG 0.3810 0.3721 0.3880 0.4362 0.4360 0.4215
HNDALEV 0.5578 0.5538 0.5613 0.4246 0.4385 0.4279

OCSE 0.6780 0.6866 0.6913 0.3864 0.3786 0.3702
NOQUAL 0.7373 0.7335 0.7389 0.3688 0.3669 0.3611

Finally, we consider the e�ects of varying the number of replications in the

MSL estimation of the RE+AR(1) model. This approach is standard as an informal

approach to assessing whether a su�cient number of replications have been employed

(e.g. Mealli and Pudney(1996)). Table 9 presents estimates of permanent and

transitory income e�ects and the correlation matrix parameters for di�erent levels

of R. It can be seen from this table that R does not appear to be inuential, with

the possible exception of the autocorrelation parameter. R = 150 appears su�cient

to ensure convergence of the estimates and indicates that this is a su�cient number

of replications in our context. While this may appear excessive, we use a large
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numbers of replications due to the Monte Carlo evidence of Hyslop(1999), which

suggests that substantial simulation bias may exist for the estimates of the e�ects of

state dependence and the autocorrelation parameter. This was observed by Hyslop

(1999) for a large number, (R > 100) replications without antithetic acceleration,

when there is both state dependence and serial correlation. Furthermore, the full

samples of men and women that we use are substantially larger than the 1,000 used

by Hyslop(1999) in his Monte Carlo analysis. As R must increase with N to ensure

similar accuracy and for consistency of the estimators, this further justi�es the use

of larger values of R in our circumstances. We also use R = 150 for estimation of

the dynamic models.

A more formal approach to the su�ciency of the number of replications is to ap-

ply the test for MSL bias suggested by Hajivassiliou(2000) and described in appendix

A. The results are presented in Table 10.

As expected, column 1 shows that using only one replication is insu�cient to ob-

tain an asymptotically unbiased estimator. However, there is a positive relationship

between the test statistics and sample size. This suggests that the statistics reect

relative magnitudes of bias: for smaller values of N , R can be reduced while main-

taining the variance due to simulation. Scanning the columns, it is also apparent

that, as the number of replications is increased, the average value of the test statist-

ics gradually reduces. Between R = 40 and R = 75, the mean values of the statistics

appear to be stabilising, with only the random variability due to each statistic being

calculated from a fresh sample of the data generating process remaining(see Ap-

pendix A for details of the calculation of the test statistics). While the test statistic

therefore appears informative, as Table 9 also suggests stability by R = 75, a full

understanding of the properties of the test requires further investigation.

Table 10: Test statistics and p-values(.) for test for simulation bias for given numbers

of replications: RE+AR(1) models: (S = 10)
R = 1 R = 10 R = 40 R = 75 R = 150

MEN:

FULL 701.11(0.0000) 78.34(0.0000) 30.35(.2533) 17.66(.8878 37.52(.0671)
DEGHDEG 72.09(0.0000) 27.04(.2543) 16.11(.8506) 34.93(.0528) 32.80(.0846)
HNDALEV 171.03(0.0000) 49.23(.0012) 24.78(.3618) 34.02(.0649) 17.86(.7651)

OCSE 273.66(0.0000) 48.12(.0016) 22.65(.4811) 29.97(.1503) 32.82(.0842)
NOQUAL 257.11(0.0000) 32.47(.0907) 58.09(0.0001) 38.33(.0235) 22.51(.4898

WOMEN:

FULL 684.54(0.0000) 51.35(.0022) 20.10(.7868) 29.72(.2793) 21.28(.7275)
DEGHDEG 48.40(.0015) 26.20(.2913) 17.86(.7653) 22.41(.4955) 26.75(.2669)
HNDALEV 106.69(0.0000) 37.59(.0282) 21.64(.5420) 23.33(.4416) 22.76(.4751)

OCSE 265.65(0.0000) 35.06(.0513) 25.43(.3285) 17.91(.7626) 11.86(.9726)
NOQUAL 187.91(0.0000) 30.63(.1322) 22.71(.4775) 26.84(.2627) 33.01(.0809)
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5.2 Dynamic results

We estimated the dynamic models allowing for state dependence and accounting for

the initial conditions problem following the approach of Heckman(1981) using MSL

with antithetic acceleration and R = 150. We implement this approach under both

RE and RE+AR(1) error structures. We also use the approach of Wooldridge(2000)

for the random e�ects model (as described in section 3.2). Tables 11 and 12 present

selected parameter estimates for the full samples of men and women.

Table 11: Selected parameter estimates and t-statistics for models with state

dependence-MEN(Full Sample)
MSL�RE MSL�RE +AR(1) CML�RE

�2� .69(29.12) .55(14.55) .58(22.26)

� - -.35(-9.15) -

yt�1 .41(8.01) .93(9.35) .49(11.13)

yi0 - - 1.43(16.19)

Permanent -.52(-10.64) -.49(-10.57) -.49(-8.40)

Transitory -.05(-1.54) -.05(-1.57) -.04(-1.05)

deghdeg -.21(-2.41) -.20(-2.36) -.14(-1.58)

hndalev -.19(-2.89) -.17(-2.76) -.10(-1.40)

ocse -.16(-2.38) -.14(-2.29) -.09(-1.38)

Table 12: Selected parameter estimates and t-statistics for models with state

dependence-WOMEN(Full Sample)
MSL�RE MSL�RE +AR(1) CML�RE

�2� .65(34.39) .54(18.38) .52(24.90)

� - -.29(-8.16) -

yt�1 .33(8.69) .74(9.72) .39(11.42)

yi0 - - 1.37(21.64)

Permanent -.32(-8.49) -.30(-8.40) -.31(-6.98)

Transitory -.05(-1.78) -.04(-1.70) -.03(-1.02)

deghdeg -.19(-2.46) -.18(-2.47) -.06(-.79)

hndalev -.13(-2.16) -.12(-2.17) -.08(-1.31)

ocse -.21(-4.19) -.20(-4.06) -.11(-2.15)

The �rst column of Table 11 shows the results of estimating the model with

RE and state dependence. Inclusion of the lagged dependent variable reduces the

proportion of variance attributable to heterogeneity by about 10% relative to that

shown in Table 7. The impact of the lagged dependent variable is substantial, and

approximately equal to twice the e�ect of having no quali�cations relative to having
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a degree. The relative and absolute e�ects of permanent and transitory income are

almost identical to the case with no state dependence. A gradient in the e�ects of

education is discernible, but small.

The second column of Table 11 shows the e�ects of also allowing for serial correl-

ation. The inclusion of the � parameter further reduces the proportion of variance

due to the unobserved e�ect by around another 20 % and is itself now large and neg-

ative. This contrasts with the case without state dependence where � was estimated

as 0:54. It is not obvious why this is so, but it may be that the model has a more

general form of state dependence which is not captured by this �rst-order Markov

model, but which is �tted by the serial correlation parameter. Considering only one

lag of health outcomes in the model may then generate this result.23 With the ex-

ception of the coe�cient on the lagged dependent variable, which more than doubles

in magnitude, the remainder of the coe�cients change little. This is of interest as

it suggests that the e�ects of income and education are remarkably robust to the

dynamic speci�cation of the model, at least in this context. Furthermore, we have

now conditioned on previous health status, which may be considered a major con-

tributor to current income in a model with feedback. We may now be more inclined

to treat the permanent and transitory income parameters as structural e�ects.

The third column of Table 11 presents results using the CML estimator for the

RE model suggested by Wooldridge(2000). In this case the proportion of variance

accounted for by unobserved heterogeneity is smaller than that suggested using

the approach of Heckman(1981), while the e�ect of the lagged dependent variable

is slightly larger. As expected, a positive correlation is found between the initial

outcome and the unobserved e�ect. The di�erence in the estimate of the proportion

of the variance explained by the individual e�ect may be due to correlations between

the e�ect and the explanatory variables which is not accounted for by the MSL

estimator. However, this does not seem to a�ect the estimates of the impacts of

permanent and transitory income, adding weight to the previous suggestion that

these e�ects may be interpreted as structural. However, the e�ects of education are

substantially diminished relative to the MSL estimates. The comparative e�ects for

women are similar to those for men and, therefore, we do not discuss these results

23Coincidentally, very similar results for the e�ects of inclusion of state dependence on the para-

meters of the covariance matrix are found by Hyslop(1999) when considering the intertemporal

labour force participation of married women. However, a concern here is the fragility of the identi-

�cation of the two parameters. To assess this possibility we started the optimization routine from

alternative starting values which included a positive value of �. This led to a local optimum but

with a lower log-likelihood value than for the estimates reported above.
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further.

6 Conclusion

The study of income dynamics, such as the analysis of transitions into and out of

poverty, has a long history. The analysis of health dynamics is less well established.

This paper considers the determinants of a binary indicator for the existence of func-

tional limitations using seven waves(1991-1997) of the British Household Panel Sur-

vey(BHPS). Previous analyses of health using the BHPS (e.g Benzeval et al.(2000))

have used simple empirical models and measures of income which have not fully

exploited the panel dimension of the data. Our models allow for persistence in the

observed outcomes due to state dependence, unobservable individual e�ects (het-

erogeneity), and autocorrelation in the transitory error component. Allowing for

persistence is important:comparison of the observed outcomes with a simple bino-

mial model shows that persistence is substantial in our dataset.

We estimate static and dynamic panel probit models by Maximum Simulated

Likelihood(MSL) using the GHK simulator with antithetic acceleration. We im-

plement a test for the existence of asymptotic bias due to simulation suggested by

Hajivassiliou(2000). This test is used to select the number of required replications

for use in MSL estimation. We consider two approaches to dealing with the problem

of initial conditions in models with unobserved e�ects and lagged dependent vari-

ables. We use the approach of Wooldridge(2000) for random e�ects models which

can be implemented with standard software, and Heckman(1981), which is relatively

di�cult to implement, but can accommodate more exible error structures.

Based on information criteria, our results suggest that a su�cient parameteriz-

ation for the error process in these longitudinal models comprises a random e�ects

structure with the addition of a �rst-order autocorrelated error component. This

model was compared with an unrestricted and random e�ects correlation structures.

For both men and women we �nd that, in the models which do not allow for state

dependence, the addition of a serially correlated error component reduces the propor-

tion of variance explained by the individual e�ect. The magnitude of this reduction

-10%- is very similar to the e�ect of allowing for state dependence but without serial

correlation in the error term. This suggests that the proportion of variance due to

time-invariant unobservable factors, and hence the amount of outcome persistence

due to these factors, is overestimated in models which do not allow for dynamics.

However, allowing for both lagged outcomes and autocorrelated errors reduces the
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proportion of variance due to time-invariant unobservables by a further 20% relative

to including one form of dynamics. These e�ects do not di�er by gender.

We �nd that the proportion of total variance due to time-invariant unobservable

characteristics is generally slightly higher for men than for women, with the vari-

ation across education groups substantially higher for women than for men. This

�nding suggests that educational subgroups are more homogenous with respect to

unobserved health for women than men. For models without state dependence, the

e�ect of unobserved health shocks is less persistent for women than for men, sug-

gesting that the trajectory of male health is determined by previous shocks to latent

health status to a greater degree than for women.

The relationship between long-run changes in income and health is found to

be around 10 times the e�ect of short-run changes in income, for the full samples,

suggesting that permanent deprivation has a greater e�ect on an individuals health

trajectory than short-run variations. These results are in line with previous �nd-

ings that the relationship between permanent deprivation and health is substantially

greater than for temporary deprivation(e.g Benzeval et al.(2000)). While the addi-

tion of a lagged outcome variable generally reduces the absolute values of the e�ects

of exogenous regressors, it does not a�ect the short-run e�ect of income. In mod-

els with state dependence the e�ect of previous limitations is approximately twice

that of having no quali�cations relative to having a university education. State de-

pendence explains more of the persistence of functional limitations for men than for

women.
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Appendix A: A test for simulation bias

This appendix describes the diagnostic test for the number of simulation replications and

closely follows Hajivassiliou(2000). Hajivassiliou (2000) suggests a diagnostic test for sim-

ulation bias based on the fact that the expectation of the deterministic score function at

the true parameter values is equal to zero. The sample analogue at the true values will

also converge to zero as N ! 1 in the absence of simulation ensuring that the MLE is

consistent. However, in the presence of simulation, asymptotic bias due to an insu�cent

value of R, for a large value of N , would be indicated by the expectation taking a `large'

non-zero value.

So, under the null hypothesis that the MSL estimator is consistent:

EY;X [g(�; y; x; !)j!; � = �0] = 0 (16)

where g(�; :) is the score of the (simulated) likelihood, ! is the set of draws used to construct

g, and �0 is the true value of �,and

V arY;X [g(�; y; x; !)j!; � = �0] = EY;X(g[(�0; y; x; !)]g[(�0; y; x; !)]
0j!) (17)

A basis for a test of consistency is to check (16). Hajivassiliou(2000) recommends construct-

ing a test statistic based on taking S additional simulations from the individual speci�c data

generating process de�ned by an initial MSL estimate and the regressors and constructing a

`sample' analogue of the expectation of the score function based on these NS `observations'.

So, let y(�̂) denote a simulation of the data generating process for y at �̂ conditional on

x, where this additional simulation is independent of !, and let ES denote the empirical

expectation of functions of y(�̂) over S replications of y(�̂). Then

m � ES(g[�̂; y(�̂); x; !]) (18)

and

V � V arS(g[�̂; y(�̂); x; !]) (19)

are unbiased simulators of EY (g[�̂; y; x; !]jx; !) and V arY (g[�̂; y; x; !]jx; !) respectively.

Then under the hypothesis that the MSL estimator is consistent

[EN (V )]
�1=2

p
SNEN (m) d�!N(0; I) asN !1 (20)

Thus a speci�cation test can be based on the Wald statistic:

W = SN:[EN (m)]0[EN (V )]
�1[EN (m)] (21)

33



Under the null of consistency, W has an asymptotic distribution that is central �2 with K

degrees of freedom, where K is the dimension of �, the number of estimated parameters. As

the test statistic takes account of the variance of the underlying MSL estimator, interpreta-

tion of the result is conditional on this variance such that a statistically insigni�cant value is

taken as evidence that the variation in the estimator is large relative to the simulation bias,

while a statistically signi�cant value may be interpreted as evidence of bias relative to the

variance of the MSL estimator. Thus, a statistically insigni�cant value and a small variance

of the MSL estimator can be interpreted as evidence that there is negligible bias in the MSL

estimator itself. If the value of the test statistic is judged as non-negligible, a value of R to

reduce the bias to an acceptable level may be found by performing the above calculations

with di�erent values of R using di�erent simulations. It should be noted that we may reject

the null due to insu�cient N whatever the value of R chosen. Conversely, it may appear

that failure to reject the null is evidence that R and N are jointly su�cient, although this is

potentially misleading given that the distribution of the test statistic is valid only for large

N. The test is valid conditional on a large value of N, such that the limiting distribution

of the test statistic is well approximated. The test and estimators were programmed in

GAUSS, with the estimators based on adaptations of the program used by Keane(1994) and

Geweke et al. (1997).
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Appendix B: Full Results

Table 13: Static Model Parameter estimates- MEN-(standard errors in parentheses)

INP(Robust) RE(MSL) RE+AR(1) General

WIDOWED -.165(.149) -.293(.084) -.270(.090) -.279(.091)

NVRMAR .113(.087) .085(.058) .076(.060) .067(.060)

DIVSEP -.056(.112) -.063(.069) -.088(.074) -.083(.073)

OTHETH .129(.138) .175(.133) .170(.133) .164(.133)

DEGHDEG -.183(.097) -.226(.090) -.217(.089) -.222(.090)

HNDALEV -.217(.071) -.215(.068) -.216(.067) -.215(.068)

OCSE .156(.072) -.182(.067) -.183(.067) -.183(.067)

HHSIZE .086(.032) .022(.021) .022(.022) .020(.022)

NCH04 -.141(.067) -.040(.044) -.037(.047) -.032(.046)

NCH511 -.120(.051) -.059(.035) -.054(.037) -.053(.038)

NCH1218 -.050(.051) -.005(.034) -.013(.037) -.003(.037)

DEVINC -.115(.030) -.052(.023) -.057(.025) -.054(.024)

MEANIN -.573(.061) -.510(.049) -.510(.049) -.511(.049)

AGE -.353(.098) -.392(.078) -.408(.086) -.400(.086)

AGE2 1.272(.314) 1.314(.241) 1.371(.268) 1.351(.269)

AGE3 -1.751(.419) -1.740(.315) -1.820(.350) -1.803(.351)

AGE4 .825(.198) .803(.146) .842(.163) .837(.164)

yr9192 .068(.035) .068(.035) .077(.030) .079(.034)

yr9293 .120(.036) .119(.035) .127(.034) .137(.036)

yr9394 .149(.036) .145(.035) .151(.036) .171(.036)

yr9495 .149(.036) .156(.035) .158(.038) .175(.038)

yr9596 .164(.038) .229(.035) .233(.038) .245(.039)

yr9697 .291(.042) .287(.035) .287(.038) .294(.040)

CONSTANT 6.935(1.281) 7.328(1.019) 7.493(1.102) 7.384(1.112)

Ln L -6263.52 -4290.55 -4214.83 -4188.07

�2� - .788(.012) .691(.025) -

� - - .541(.040) -
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Table 14: Static Model Parameter estimates- WOMEN-(Standard errors in parentheses)

INP(Robust) RE(MSL) RE+AR(1) General

WIDOWED -.132(.070) -.110(.052) -.116(.055) -.111(.055)

NVRMAR -.096(.076) -.109(.052) .106(.054) -.098(.054)

DIVSEP .054(.072) -.005(.049) -.005(.050) -.001(.050)

OTHETH .546(.111) .574(.113) .585(.112) .586(.111)

DEGHDEG -.286(.085) -.226(.081) -.222(.080) -.224(.080)

HNDALEV -.129(.064) -.135(.060) -.128(.060) -.129(.060)

OCSE -.220(.056) -.255(.052) -.249(.052) -.244(.052)

HHSIZE .075(.027) .033(.017) .032(.018) .033(.018)

NCH04 -.150(.052) -.068(.033) -.064(.035) -.063(.035)

NCH511 -.097(.042) -.056(.028) -.054(.030) -.054(.030)

NCH1218 -.089(.045) -.030(.028) -.029(.030) -.031(.031)

DEVINC -.056(.026) -.039(.022) -.035(.022) -.034(.022)

MEANIN -.341(.044) -.307(.038) -.313(.038) -.316(.038)

AGE -.264(.086) -.307(.063) -.350(.070) -.348(.072)

AGE2 .927(.274) .985(.196) 1.129(.217) 1.126(.224)

AGE3 -1.287(.366) -1.302(.254) -1.497(.282) -1.496(.291)

AGE4 .627(.173) .620(.118) .711(.131) .711(.135)

yr9192 .054(.028) .055(.030) .061(.027) .060(.028)

yr9293 .059(.029) .062(.030) .069(.029) .072(.029)

yr9394 .102(.030) .112(.030) .117(.031) .123(.030)

yr9495 .119(.030) .128(.030) .133(.031) .141(.031)

yr9596 .170(.032) .180(.030) .183(.031) .187(.032)

yr9697 .241(.033) .255(.030) .255(.031) .259(.033)

CONSTANT 4.373(1.042) 5.024(.826) 5.482(.889) 5.473(.912)

Ln L -9340.24 -6762.67 -6683.35 -6662.12

�2� - .743(.011) .681(.016) -

� - - .401(.030) -
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Table 15: Dynamic Model Parameter estimates- MEN- (Standard errors in parentheses)

CML-RE MSL-RE SD-RE+AR(1)

WIDOWED -.424(.181) -.334(.099) -.340(.100)

NVRMAR .121(.130) .055(.066) .054(.065)

DIVSEP -.123(.133) -.099(.081) -.093(.083)

OTHETH -.091(.141) .105(.134) .081(.124)

DEGHDEG -.139(.091) -.215(.089) -.198(.084)

HNDALEV -.093(.066) -.193(.067) -.172(.062)

OCSE -.089(.064) -.158(.066) -.142(.062)

HHSIZE -.036(.037) .013(.025) .020(.026)

NCH04 .050(.070) -.002(.053) -.002(.055)

NCH511 -.043(.061) -.049(.042) -.050(.043)

NCH1218 .088(.060) .047(.043) .052(.045)

DEVINC -.038(.037) -.047(.031) -.054(.034)

MEANIN -.485(.057) -.524(.049) -.494(.047)

AGE -.719(.379) -.523(.089) -.495(.088)

AGE2 1.727(.524) 1.738(.279) 1.656(.274)

AGE3 -2.305(.699) -2.305(.366) -2.208(.358)

AGE4 1.091(.329) 1.068(.170) 1.028(.167)

yr9192 - - -

yr9293 .239(.344) .047(.039) .042(.049)

yr9394 .451(.684) .065(.041) .048(.046)

yr9495 .644(1.025) .070(.041) .043(.048)

yr9596 .936(1.366) .154(.041) .138(.047)

yr9697 1.181(1.708) .201(.040) .178(.046)

yt�1 .476(.042) .410(.051) .931(.099)

y0 1.431(.088) - -

CONSTANT 5.147(1.627) 8.836(1.136) 8.089(1.111)

Ln L -3418.01 -4183.34 -4165.40

�2� .579(.026) .693(.024) .552(.038)

� - - -.349(.038)
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Table 16: Dynamic Model Parameter estimates- WOMEN-(Standard errors in parentheses)

CML-RE MSL-RE SD-RE+AR(1)

WIDOWED -.093(.103) -.120(.057) -.114(.056)

NVRMAR -.176(.107) -.124(.057) -.121(.056)

DIVSEP -.059(.091) -.005(.054) .009(.054)

OTHETH .428(.106) .570(.109) .532(.102)

DEGHDEG -.063(.080) -.191(.078) -.182(.073)

HNDALEV -.078(.060) -.128(.059) -.121(.056)

OCSE -.108(.050) -.216(.051) -.197(.049)

HHSIZE -.008(.030) .028(.020) .028(.021)

NCH04 -.022(.055) -.054(.040) -.060(.041)

NCH511 -.060(.050) -.048(.034) -.040(.034)

NCH1218 -.019(.051) -.026(.035) -.031(.036)

DEVINC -.033(.032) -.048(.027) -.049(.029)

MEANIN -.314(.045) -.322(.038) -.305(.036)

AGE .047(.435) -.378(.077) -.362(.076)

AGE2 -.250(.435) 1.223(.239) 1.176(.236)

AGE3 .384(.576) -1.618(.308) -1.559(.304)

AGE4 -.149(.268) .764(.142) .736(.140)

yr9192 - - -

yr9293 -.016(.417) .003(.032) -.001(.038)

yr9394 .032(.832) .054(.033) .055(.036)

yr9495 .032(1.248) .063(.033) .056(.037)

yr9596 .084(1.663) .117(.033) .113(.036)

yr9697 .158(2.078) .192(.033) .186(.036)

yt�1 .392(.034) .326(.038) .743(.076)

y0 1.372(.063) - -

CONSTANT 2.907(1.470) 5.811(.969) 5.325(.949)

Ln L -5461.89 -6670.42 -6655.04

�2� .579(.026) .649(.019) .536(.029)

� - - -.291(.036)
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