Memoir on the Probability of the Causes of Events

Pierre Simon Laplace


I

The theory of chances is one of the most curious and most difficult parts of analysis, due to the delicacy of the problems it produces and the difficulty of submitting them to calculation. It appears to have been treated with the most success by M. Moivre, in an excellent work entitled Theory of Chances. We owe to this able geometer the first research that was done on the integration of differential equations by means of finite differences. The method that he invented for that purpose is very ingenious, and he applied it quite successfully to solve many problems concerning probabilities, but one must agree that the point of view from which he considered the matter is indirect. Finite difference equations are susceptible to the same considerations as those involving infinitely small differences, and should be treated in an analogous manner; the sole difference being that, in the case of infinitely small differences, one can neglect certain quantities that it is not permissible to discard in the case of finite differences. It is this that renders the integration of the latter a thorny problem; the illustrious M. de la Grange is the first who has treated them in this analogous manner, in an elegant memoir that can be found in the first volume of those of Turin. The theory of finite difference equations is of the greatest use in the science of probabilities, and it is only by this means that one can hope for a general method to subject this science to analytical treatment.

In seeking to solve many problems concerning chances in this manner, I have frequently encountered a type of finite difference equation quite different from those previously considered. One can regard them as partial difference equations. Their importance to the analysis of chances is such that I devoted a memoir to a particular manner of treating them, On recurrreccurent series, printed in this volume. In reconsidering this subject, however, it appeared to me that it was of such great utility in the science of chances that a much more general means of treating them was required than had been previously found. This consideration led to a much deeper study of the whole of the theory of the integration of finite differential equations. I have treated this in a memoir that I have read to the Academy, entitled: Researches on the integration of finite difference equations, and on their uses in the analysis of chances. That memoir will appear in the Academy's volume for the year in which I read it, 1773. The object of this present memoir is quite different. I propose to determine the probability of the causes of events, a question which has not been given due consideration before, but which deserves even more to be studied, for it is principally from this point of view that the science of chances can be useful in civil life.

II

The uncertainty of human knowledge is concerned with events or with causes of events. If one is assured, for example, that an urn only contains white and black tickets in a given ratio, and one asks the probability that a ticket drawn by chance will be white, then the event is uncertain but the cause upon which the probability of its occurrence depends, the ratio of white to black tickets, is known.

In the following Problem, an urn is supposed to contain a given number of white and black tickets in an unknown ratio; if one draws a ticket and finds it white, determine the probability that the ratio of white to black tickets is that of p to q. The event is known and the cause is unknown.

One can formulate all problems of the theory of chances as belonging to these two classes; we shall only discuss those of the second class here. To this end, we establish the following principle.

Principle

If an event can be produced by a number n of different causes, the probabilities of these causes given the event are to each other as the probabilities of the
event given the causes, and the probability of the existence of each of these is equal to the probability of the event given that cause, divided by the sum of all the probabilities of the event given each of these causes.

The following question will clarify this principle, as well as being useful itself. I suppose that I am presented two urns, A and B, of which the first contains p white tickets and q black tickets, and the second contains p' white tickets and q' black tickets. I take from one of these urns (I do not know which) f + h tickets, of which f are white and h are black. We ask, what is the probability that the urn from which I have drawn the tickets is A, or that it is B?

If we suppose that this urn was A, the probability of drawing f white tickets and h black tickets is

\[
\frac{(f + h)!}{f! h!} \frac{(p + q - f - h)!}{(p - f)! (q - h)!} \frac{p! q!}{(p + q)!}.
\]

Let K be this quantity. If we suppose now that the urn from which I have taken the tickets is B, the probability of drawing f white tickets and h black tickets can be determined by replacing p and q by p' and q' in K; let K' be the resulting expression. Then the probabilities that the urn from which I have drawn the tickets is A or B, are by the principle given above, as K: K'. The probability that the urn is A = K/(K + K') and that it is B = K'/K + K').

We shall now apply this principle to the solution of several problems.

\section{Problem I}

If an urn contains an infinity of white and black tickets in an unknown ratio, and we draw p + q tickets from it, of which p are white and q are black, then we require the probability that when we draw a new ticket from the urn, it will be white.

\textbf{Solution.} The ratio of the number of white tickets to the total number of tickets contained in the urn can be any fraction from 0 up to 1. Now, if we take x as representing this unknown ratio, the probability of drawing p white tickets and q black tickets from the urn is \( x^p (1 - x)^q \). Therefore, the probability that x is the true ratio of the number of white tickets to the total number of tickets is, by the principle of the preceding section,

\[
\int x^p (1 - x)^q \, dx = \frac{x^p (1 - x)^q \, dx}{\int x^p (1 - x)^q \, dx},
\]

the integral being taken from \( x = 0 \) to \( x = 1 \). Now, under the supposition that x is the true ratio of white tickets to the total number of tickets, the probability of drawing a white ticket from the urn is x; if we now multiply this quantity by the probability of the supposition, we will have for the probability of drawing a white ticket from the urn with true ratio x,

\[
x^{p+1} \int x^p (1 - x)^q \, dx \frac{dx(1 - x)^q}{\int x^p (1 - x)^q \, dx}.
\]

Consequently, if we call \( E \) the total probability of drawing a white ticket from the urn, we will have

\[
E = \int x^{p+1} \, dx(1 - x)^q \frac{dx(1 - x)^q}{\int x^p \, dx(1 - x)^q}.
\]

where the integrals begin at \( x = 0 \) and end at \( x = 1 \).

It is easy, from these two expressions, to find a quite simple expression for \( E \). We have

\[
\int x^{p+1} \, dx(1 - x)^q = \frac{q}{p + 2} \int x^{p+2} \, dx(1 - x)^{q-1} = \frac{q(q - 1)}{(p + 2)(p + 3)} \int x^{p+3} \, dx(1 - x)^{q-2} \text{and so forth, therefore}
\]

\[
\int x^{p+1} \, dx(1 - x)^q = \frac{1 \cdot 2 \cdot 3 \ldots q}{(p + 2)(p + 3) \ldots (p + q + 2)},
\]

similarly

\[
\int x^p \, dx(1 - x)^q = \frac{1 \cdot 2 \cdot 3 \ldots q}{(p + 1) \ldots (p + q + 1)},
\]

thus

\[
E = \frac{p + 1}{p + q + 2}.
\]

If we had sought the probability of drawing m white tickets and n black tickets from the urn, we would have found

\[
E = \int x^{p+m} \, dx(1 - x)^{q+n} \frac{dx(1 - x)^{q+n}}{\int x^{p+n} \, dx(1 - x)^{q+n}},
\]

from which we get

\[
E = \frac{(q + 1)(q + 2) \ldots (q + n)(p + 1)(p + 2) \ldots (p + q + 1)}{(p + m + 1)(p + m + 2) \ldots (p + q + m + n + 1)}.
\]

If p and q are quite large, we can simplify this expression in the following manner. I observe that we have

\[
\ln 1 + \ln 2 + \ln 3 + \ldots + \ln x
\]

\[
= \frac{\ln 2}{\ln x} + \left( x + \frac{1}{2} \right) \ln x - x + \frac{1}{2} \pi x - &c,
\]

\( \pi \) being the ratio of a half-circumference to a radius (see les Institutions du Calcul différentiel of M. Euler),
and in the following we shall let \( e \) be the number whose hyperbolic logarithm is unity. Then, supposing \( p \) and \( q \) are very large numbers,

\[
(q + 1)(q + 2) \cdots (q + n) = \frac{1 \cdot 2 \cdot 3 \cdots (q + n)}{1 \cdot 2 \cdot 3 \cdots q} = \frac{(q + n)^{p+q+1/2}}{e^{q^{p+1/2}}};
\]

similarly

\[
(p + 1) \cdots (p + q + 1) = \frac{(p + q + 1)^{p+q+1/2}}{e^{q^{p+1/2}}p^{p+1/2}};
\]

and

\[
(p + m + 1) \cdots (p + q + m + n + 1) = \frac{(p + q + m + n + 1)^{p+q+m+1/2}}{e^{q^{p+1/2}}p^{p+1/2}(p + q + m + n + 1)^{p+q+m+1/2}}.
\]

Thus,

\[
E = \frac{(p + q + 1)^{p+q+1/2}(p + m)^{p+q+1/2}(q + n)^{p+q+m+1/2}}{q^{p+1/2}p^{p+1/2}(p + q + m + n + 1)^{p+q+m+1/2}}.
\]

We note here that

\[
(p + q + 1)^{p+q+1/2} = e(p + q)^{p+q+1/2},
\]

because

\[
\left(1 + \frac{1}{p + q}\right)^{p+q+1/2} = e,
\]

supposing \( p + q \) infinitely large. Apparently then if we suppose \( m \) and \( n \) quite small relative to \( p \) and \( q \), we will have

\[
(p + m)^{p+q+m+1/2} = e^{e^m(p+q+m+1/2)},
\]

\[
(q + n)^{p+q+m+1/2} = e^{q^{p+q+m+1/2}},
\]

and

\[
(p + q + m + n + 1)^{p+q+m+1/2} = e^{n^{p+q+m+1/2}},
\]

and so we will have

\[
E = \frac{p^aq^n}{(p + q)^{p+q}}.
\]

From this we can conclude, \( p \) and \( q \) being supposed quite large, that, as long as \( m \) and \( n \) are very much less, we can without fearing any appreciable error calculate the probability of drawing white and black tickets from the urn under the supposition that in this urn the ratio of the number of white tickets is to that of the black tickets as \( p : q \). This supposition, however, becomes false when \( m \) and \( n \) are quite large, and it seems to me essential to note this. To make this clear, suppose \( m = p \) and \( n = q \); then we have

\[
E = \sqrt{\frac{1}{2}} \cdot \frac{p^aq^n}{(p + q)^{p+q}} = 0.7071 \cdot \frac{p^aq^n}{(p + q)^{p+q}}.
\]

This expression, as we see, differs from the one,

\[
E = \frac{p^aq^n}{(p + q)^{p+q}},
\]

that we arrive at in taking \( p/(p + q) \) as the ratio of the number of white tickets to the total number of tickets contained in the urn.

The solution to this problem gives a direct method for determining the probability of future events from those which have already occurred, but this is quite a broad subject, and I shall limit myself here to giving a rather singular proof of the following theorem.

One can suppose that the numbers \( p \) and \( q \) are so large that it becomes as close to certainty as one wishes that the ratio of the number of white tickets to the total number of tickets contained in the urn is included between the two limits \( p/(p + q) - w \) and \( p/(p + q) + w \). \( w \) can be supposed less than any given quantity.

In order to prove this theorem, I observe that the probability of the ratio \( x \) is, by the preceding, equal to

\[
\frac{(p + 1)(p + 2) \cdots (p + q + 1)}{1 \cdot 2 \cdot 3 \cdots q} \cdot x^n(1 - x)^q.
\]

Let

\[
x = \frac{p}{p + q} + z,
\]

and we have

\[
\int x^n dx(1 - x)^q = \frac{p^aq^n}{(p + q)^{p+q}} \int dz \left(1 + \frac{p}{p + q} \right)^p \left(1 - \frac{p}{p + q} \right)^q.
\]

If we integrate this quantity from \( z = 0 \) to \( z = w \), and multiply this integral by

\[
\frac{(p + 1) \cdots (p + q + 1)}{1 \cdot 2 \cdot 3 \cdots q},
\]

we will have the probability that the ratio of the number of white tickets to the total number of tickets is included between the limits \( p/(p + q) \) and \( p/(p + q) + w \).

Similarly, if we integrate

\[
\frac{p^aq^n}{(p + q)^{p+q}} \int dz \left(1 - \frac{p + q}{p} \right)^p \left(1 + \frac{p + q}{q} \right)^q,
\]

from \( z = 0 \) to \( z = w \), and multiply this integral by \( (p + 1) \cdots (p + q + 1)/(1 \cdot 2 \cdot 3 \cdots q) \), we will have the probability that the ratio of the number of white tickets to the total number of tickets is included between the limits \( p/(p + q) - w \) and \( p/(p + q) + w \). The sum of these two quantities then gives the probability that this ratio is contained within the limits \( p/(p + q) - w \) and \( p/(p + q) + w \). Call this probability \( E \), and suppose that \( p \) and \( q \) are infinitely large.
and that \( w \), the largest value of \( z \), is infinitely less than \( 1/\sqrt{p+q} \) and infinitely larger than \( 1/\sqrt{p+q} \), that it is equal, for example, to \( 1/(p+q)^{1/n} \), \( n \) being larger than 2 and less than 3.

If we now set \( \ln(1 - ((p+q)/p)z)^p = u \), we will have, expanding in a series,

\[
 u = -(p+q)z - \frac{(p+q)^2}{2p} z^2 - \frac{(p+q)^3}{3p^2} z^3 - \cdots.
\]

Now

\[
\left(1 - \frac{p+q}{p} \right)^p = e^u
\]

\[
= \exp\left(-(p+q)z - \frac{(p+q)^2}{2p} z^2 - \cdots\right).
\]

We can neglect the term \(-[(p+q)^2/3p^2]z^2\) and succeeding terms, because the largest value of \( z \), being by supposition equal to \( 1/(p+q)^{1/n} \), gives \( \exp\left(-[(p+q)^2/3p^2]z^2\right) \) equal to \( \exp\left(-[(p+q)^3/3p^2]z^3\right) \). In the case where \( e \) will have the largest negative exponent, as when \( n \) is less than 3, this exponent is clearly infinitely small, and therefore we can suppose

\[
\exp\left(-\frac{(p+q)^3}{3p^2} z^3 - \cdots\right)
\]

equal to unity. We will similarly have

\[
\left(1 + \frac{p+q}{q} \right)^p = \exp\left((p+q)z - \frac{(p+q)^2}{2q} z^2\right).
\]

From this we can easily conclude

\[
E = \frac{(p+1) \cdots (p+q+1)}{1 \cdot 2 \cdot 3 \cdots q}
\]

\[
\times \frac{p^q q^q}{(p+q)^{(p+q+1)/2}} \int_2 dz \exp\left(-\frac{(p+q)^2}{2pq} z^2\right).
\]

Since

\[
\frac{(p+1) \cdots (p+q+1)}{1 \cdot 2 \cdot 3 \cdots q} = \frac{(p+q)^{p+1+n/2}}{p^{p+1+n/2} q^{p+1+n/2}} \frac{\sqrt{\pi}}{\sqrt{p} \sqrt{q}}
\]

\[
E = \frac{(p+q)^{3n/2}}{\sqrt{2\pi pq}} \int_2 dz \exp\left(-\frac{(p+q)^2}{2pq} z^2\right).
\]

Let \(-[(p+q)^2/2pq]z^2 = \ln \mu \), and we will have

\[
\int_2 dz \exp\left(-\frac{(p+q)^2}{2pq} z^2\right) = \frac{\sqrt{2\pi pq}}{(p+q)^{3/2}} \int d\mu \frac{\mu^{-n/2}}{\sqrt{-\ln \mu}}.
\]

The number \( \mu \) can here have any value between 0 and 1, and, supposing the integral begins at \( \mu = 1 \), we need its value at \( \mu = 0 \). This may be determined using the following theorem (see M. Euler's Calcul intégral).

Supposing the integral goes from \( \mu = 0 \) to \( \mu = \infty \), we have

\[
\int \frac{\mu^n d\mu}{\sqrt{1 - \mu^{2n}}} = \frac{1}{\sin(n+1)} \cdot \frac{\pi}{2}.
\]

whatever be \( n \) and \( i \). Supposing \( n = 0 \) and \( i = \infty \), we will have \( (1 - \mu^{2n})/2i = -\ln \mu \), because the numerator and the denominator of this quantity become zero when \( i = 0 \), and if we differentiate them both, regarding \( i \) alone as variable, we will have \( (1 - \mu^{2n})/(2i) = -\ln \mu \), therefore \( 1 - \mu^{2n} = -2i \ln \mu \).

Under these conditions we will thus have

\[
\int \frac{\mu^n d\mu}{\sqrt{1 - \mu^{2n}}} = \frac{1}{\sqrt{2i} \ln \mu} \int \frac{d\mu}{\sqrt{1 - \mu^{2n}}} = \frac{1}{i} \frac{\pi}{2}
\]

Therefore

\[
\int \frac{d\mu}{\sqrt{-\ln \mu}} = \sqrt{\pi}
\]

supposing the integral is from \( \mu = 0 \) to \( \mu = 1 \). In our case, however, the integral is from \( \mu = 0 \) to \( \mu = 0 \), and we will have

\[
\int \frac{d\mu}{\sqrt{-\ln \mu}} = \sqrt{\pi}.
\]

Thus

\[
\int_2 dz \exp\left(-\frac{(p+q)^2}{2pq} z^2\right) = \frac{\sqrt{pq} \sqrt{2\pi}}{(p+q)^{3/2}}
\]

from which we obtain \( E = 1 \). We see, then, that neglecting infinitely small quantities, we can consider it certain that the ratio of the number of white tickets to the total number of tickets is between the limits \( p/(p+q) + u \) and \( p/(p+q) - u \), where \( u \) is equal to \( 1/\sqrt{2(p+q)} \) and \( n \) is greater than 2 and less than 3, a fortiori when \( n \) is greater than 3 and therefore \( u \) can be supposed smaller than any given quantity.

Suppose now that we wish to determine the error made in setting \( E = 1 \), when we give \( z \) a very small value \( w \). Here is a quite simple means of obtaining it.

We need to integrate

\[
\int dz \left(1 + \frac{p+q}{p} z\right)^p \left(1 - \frac{p+q}{q} z\right)^q
\]

from \( z = 0 \) to \( z = \infty \). Let \( K \) be this integral from \( z = 0 \) to \( z = q/(p+q) \), an integral that is clearly too large for our purpose, it being necessary to subtract the integral \( \int dz [1 + (p+q)/pq] z^p - [1 - (p+q)/pq] z^q \)

from \( z = w \) to \( z = q/(p+q) \). Let \( z = w + f \), and we
have
\[ \int dz \left( 1 + \frac{p + q}{z} \right)^p \cdot \left( 1 - \frac{p + q}{z} \right)^q \]
\[ = \left( 1 + \frac{p + q}{w} \right)^p \cdot \left( 1 - \frac{p + q}{w} \right)^q \]
\[ \cdot \int df \exp \left( -\frac{(p + q)^2 w f}{pq - w(pp - qq) - w^2(p + q)^2} \right). \]

I note that \( w \) can, by the preceding, be supposed infinitely larger than \( 1/(p + q) \). Suppose \( f \) is infinitely less than \( 1/(p + q) \), then we can neglect terms involving \( f^2, f^3, \&c. \) in the exponent of \( e \) and we will have
\[ \int df \exp \left( -\frac{(p + q)^2 w f}{pq - w(pp - qq) - w^2(p + q)^2} \right) \]
\[ = \frac{pq - w(pp - qq) - w^2(p + q)^2}{(p + q)^2 w} \]
\[ \cdot \left[ 1 - \exp \left( -\frac{(p + q)^2 w f}{pq - w(pp - qq) - w^2(p + q)^2} \right) \right]. \]

Suppose next that \( w f \) is of an infinitely greater order than \( 1/(p + q) \), as is possible; then
\[ \exp \left( -\frac{(p + q)^2 w f}{pq - w(pp - qq) - w^2(p + q)^2} \right) \]
becomes negligible with respect to unity, and the preceding integral becomes, under the supposition that \( w \) is very small, equal to \( pq/(p + q)^2 w \). We then will have
\[ \int dz \left( 1 + \frac{p + q}{z} \right)^p \cdot \left( 1 - \frac{p + q}{z} \right)^q \]
\[ = \left( 1 + \frac{p + q}{w} \right)^p \cdot \left( 1 - \frac{p + q}{w} \right)^q \cdot \frac{pq}{(p + q)^2 w}. \]

The integral being supposed to begin when \( z = w \) and finish when \( z = w + 1/(p + q) \), \( n \) being greater than \( 1/2 \). Now, the difference between this integral and the entire integral taken from \( z = w \) to \( z = q/(p + q) \) is infinitely less. To show this, I observe that if we denote, for short, the quantity
\[ \left( 1 + \frac{p + q}{z} \right)^p \cdot \left( 1 - \frac{p + q}{z} \right)^q \]
by \( y \), we will have, when \( z = w + 1/(p + q) \), \( n \) being larger than \( 1/2 \),
\[ y = \left( 1 + \frac{p + q}{w} \right)^p \cdot \left( 1 - \frac{p + q}{w} \right)^q \]
\[ \cdot \exp \left( -\frac{(p + q)^2 w}{pq - w(pp - qq) - w^2(p + q)^2} \right). \]

If we increase \( z, y \) becomes smaller, therefore \( \int y \, dz \) from \( z = w + 1/(p + q) \) to \( q/(p + q) \) is less than
\[ \left( \frac{q}{p + q} - w - \frac{1}{(p + q)} \right) \]
\[ \cdot \exp \left( -\frac{(p + q)^2 w}{pq - w(pp - qq) - w^2(p + q)^2} \right). \]

Now, because we have supposed \( w/(p + q)^n \) infinitely larger than \( 1/(p + q) \), the preceding quantity is infinitely less than \( pq/(p + q)^2 w \), since in general \( e^{m/n} \to \infty \) for any finite numbers \( m \) and \( n \).

We thus will have
\[ \int dz \left( 1 + \frac{p + q}{z} \right)^p \cdot \left( 1 - \frac{p + q}{z} \right)^q \]
\[ = K \left( 1 + \frac{p + q}{w} \right)^p \cdot \left( 1 - \frac{p + q}{w} \right)^q \cdot \frac{pq}{(p + q)^2 w}. \]

Supposing the integral begins when \( z = 0 \) and ends when \( z = w \). Similarly, under the same conditions we will have
\[ \int dz \left( 1 - \frac{p + q}{z} \right)^p \cdot \left( 1 + \frac{p + q}{z} \right)^q \]
\[ = K' \left( 1 - \frac{p + q}{w} \right)^p \cdot \left( 1 + \frac{p + q}{w} \right)^q \cdot \frac{pq}{(p + q)^2 w}, \]

where \( K' \) is obtained from \( K \) by changing \( p \) to \( q \) and \( q \) to \( p \). As a consequence, we will have
\[ E = \frac{(p + 1) \cdots (p + q + 1)}{1 \cdot 2 \cdot 3 \cdots q} \cdot \frac{p^q q^p}{(p + q)^{p+q}} \]
\[ \cdot \left( K - \left( 1 + \frac{p + q}{w} \right)^p \cdot \left( 1 - \frac{p + q}{w} \right)^q \cdot \frac{pq}{(p + q)^2 w} \right) \]
\[ + K' \left( 1 - \frac{p + q}{w} \right)^p \cdot \left( 1 + \frac{p + q}{w} \right)^q \cdot \frac{pq}{(p + q)^2 w}. \]

But clearly,
\[ \frac{(p + 1) \cdots (p + q + 1)}{1 \cdot 2 \cdot 3 \cdots q} \cdot \frac{p^q q^p}{(p + q)^{p+q}} (K + K') = 1, \]
from which we easily find

\[ E = 1 - \frac{\sqrt{(pq)}}{w \sqrt{2\pi} \cdot (p + q)^{3/2}} \cdot \left( \frac{p + q}{p} \right)^p \cdot \left( \frac{1 - p + q}{q} \right)^q \left[ 1 + \frac{p + q}{p} \right]^p \cdot \left( \frac{1 - p + q}{q} \right)^q + \left( \frac{1 - p + q}{q} \right)^q \cdot \left( \frac{p + q}{p} \right)^p \cdot \left( \frac{1 - p + q}{q} \right)^q. \]

By means of this formula, we can judge the error made in taking \( E = 1 \).

\[ \text{IV} \]

**Problem II**

Two players \( A \) and \( B \), whose respective skills are unknown, play some game, for example piquet, where the first player to win a number \( n \) points receives a sum \( a \) deposited at the beginning of play. I suppose that the two players are forced to abandon play with player \( A \) lacking \( j \) points and player \( B \) lacking \( h \) points. In this situation, we ask how we should divide the sum \( a \) between the two players.

**SOLUTION.** If the respective skills of the two players \( A \) and \( B \) were supposedly known, and they were in the ratio of \( p \) to \( q \), we would find, taking \( p + q = 1 \), that the sum that should be returned to \( B \) equals

\[ a \cdot (1 - x)^{h-1} \left\{ 1 + \frac{p}{q} \cdot (f + h - 1) + \frac{p^2}{q^2} \cdot \frac{(f + h - 1) \cdot (f + h - 2)}{1 \cdot 2} + \&c. \right. \]

\[ + \frac{p^{f-1}}{q^{f-1}} \cdot \frac{(f + h - 1) \cdots (h + 1)}{1 \cdot 2 \cdot 3 \cdots (f - 1)}. \]

This proposition is proved in many works. It can be quite easily deduced by the method of recurrocurrence series, as can be seen in the Memoir cited at the beginning of this one; there the general solution to the problem of points in the case of three or more players is similarly deduced, a problem that had not previously been resolved by anyone, to my knowledge, although geometers who have worked on these matters have long desired the solution (see the second edition of the Analyse des jeux de hasard of M. Montmort, page 247).

Now, because the probability that \( A \) will win a point is unknown, we may suppose it to be any unspecified number whatever between \( 0 \) and \( 1 \). Suppose that one of these numbers \( x \) represents this probability; then the probability that of \( 2n - f - h \) points, \( A \) wins \( n - f \) and \( B \), \( n - h \), would be \( x^{n-f} \cdot (1 - x)^{n-h} \). It then follows from the principle of section II that the probability of the value we have supposed for \( x \) is

\[ \frac{x^{n-f} \cdot (1 - x)^{n-h}}{\int x^{n-f} \cdot (1 - x)^{n-h} \, dx}, \]

the integral being taken beginning at \( x = 0 \) and ending at \( x = 1 \). Now, \( x \) being supposed the probability that \( A \) wins a point, we find that the sum that should be returned to \( B \) is

\[ a(1 - x)^{f+h-1} \left\{ 1 + \frac{x}{1 - x} \cdot \frac{(f + h - 1) \cdot (f + h - 2)}{1 \cdot 2} + \&c. \right. \]

\[ + \frac{x^{f-1}}{1 - x} \cdot \frac{(f + h - 1) \cdots (h + 1)}{1 \cdot 2 \cdot 3 \cdots (f - 1)}. \]

Thus the sum that should really be returned to player \( B \) is

\[ a \int x^{n-f} \cdot (1 - x)^{n-h} \left\{ 1 + \frac{x}{1 - x} \cdot \frac{(f + h - 1) \cdots (h + 1)}{(1 - x)^{f-1} \cdot 1 \cdot 2 \cdot 3 \cdots (f - 1)} \right. \]

both integrals being taken from \( x = 0 \) to \( x = 1 \). It is easy to show that

\[ \int x^{n-f} \cdot (1 - x)^{n-h} = \frac{1 \cdot 2 \cdot 3 \cdots (n - h)}{(n - f + 1) \cdots (2n - f - h + 1)} \]

similarly

\[ \int x^{n-f} \cdot (1 - x)^{f+h-1} = \frac{1 \cdot 2 \cdot 3 \cdots (f + h - 1)}{(n - f + 1) \cdots 2n} \]

and so forth. Then we will have for the sum that should be returned to \( B \),

\[ a(n - h + 1) \cdots (h + f - 1) \]

\[ (2n - f - h + 2) \cdots 2n \]

\[ \left\{ 1 + \frac{(f + h - 1)}{f + h - 1} \cdot \frac{(n - f + 1)}{n + 1} \right. \]

\[ + \frac{(f + h - 1) \cdot (f + h - 2)}{1 \cdot 2} \cdot \frac{(n - f + 1)(n - f + 2)}{(f + h - 1)(f + h - 2)} + \&c. \right. \]

\[ + \frac{(f + h - 1) \cdots (h + 1) (n - f + 1) \cdots (n - 1)}{1 \cdot 2 \cdot 3 \cdots (f - 1) (f + h - 1) \cdots (h + 1)}. \]
V

We can, by means of the preceding theory, solve the problem of determining the mean that one should take among many given observations of the same phenomenon. Two years ago I presented such a solution to the Academy, as a sequel to the Memoir "Sur les Sérées récorrrecorrentes" printed in this volume, but it appeared to me to be of such little usefulness that I suppressed it before it was printed. I have since learned from Jean Bernoulli's astronomical journal that Daniel Bernoulli and Lagrange have considered the same problem in two manuscript memoirs that I have not seen. This announcement both added to the usefulness of the material and reminded me of my ideas on this topic. I have no doubt that these two illustrious geometers have treated the subject more successfully than I; however, I shall present my reflections here, persuaded as I am that through the consideration of different approaches, we may produce a less hypothetical and more certain method for determining the mean that one should take among many observations.

Problem III

Determine the mean that one should take among three given observations of the same phenomenon.

SOLUTION. Let time be represented by a line $AB$ (Figure 1), and suppose that the first observation fixes the instant of the phenomenon at the point $a$, the second at the point $b$, and the third at the point $c$. Suppose further that the time unit is seconds, and that the interval from $a$ to $b$ is $p$ seconds and that from $b$ to $c$, $q$ seconds. We wish to find the point $V$ on the line $AB$ where we should fix the mean that we should take between the three observations $a$, $b$, and $c$.

For this we must observe that it is more probable that a given observation deviates from the truth by 2 seconds than by 3 seconds, by 3 seconds than by 4 seconds, &c. The law by which this likelihood diminishes as the difference between the observation and the truth increases is unknown, however. Suppose then (Figure 2) that the point $V$ is the true instant of the phenomenon, and that the probabilities that the observation differs from the truth by $VP$, $VP'$, &c. can be represented by a curve $RMM'$ which decreases according to an unspecified law. If we represent the abscissa $VP$ by $x$ and the corresponding ordinate $PM$ by $y$, then we shall write the equation of this curve as $y = \phi(x)$. This curve has the following properties.

1. It must be divided into two entirely similar parts by the line $VR$, because it is just as probable that the observation deviates from the truth to the right as to the left.

2. It must have the line $KP$ as an asymptote, because the probability that the observation differs from the truth by an infinite distance is evidently zero.

3. The entire area of this curve must be equal to one, because it is certain that the observation will fall on one of the points of the line $KP$.

Suppose now (Figure 1) that the true instant of the phenomenon is at the point $V$, at the distance $x$ from the point $a$. The probability that the three observations $a$, $b$, and $c$ deviate by the distances $VA$, $VB$, and $VC$ will be $\phi(x) \cdot \phi(p - x) \cdot \phi(p + q - x)$. If we suppose the true instant were at the point $V'$ and that $aV' = x'$, then this probability would be $\phi(x') \cdot \phi(p - x') \cdot \phi(p + q - x')$. It follows then from our fundamental principle of section II that the probabilities that the true instant of the phenomenon is at the points $V$ or $V'$, are to each other as $\phi(x) \cdot \phi(p - x) \cdot \phi(p + q - x) : \phi(x') \cdot \phi(p - x') \cdot \phi(p + q - x')$. Thus if we construct a curve $HOL$ with the equation $y = \phi(x) \cdot \phi(p - x) \cdot \phi(p + q - x)$, the ordinates of this curve would represent the probabilities of the corresponding points on the abscissa.

In seeking the mean that we should choose among many observations, there are two objects we may have in mind.

The first is the instant such that it is equally probable that the true instant of the phenomenon falls before it or after it. We can call this instant the mean of probability.

The second is the instant that minimizes the sum of the errors to be feared multiplied by their probabilities. We can call this the mean of error or astronomical mean, since it is that which astronomers should give preference to.

To find the first mean, it is necessary to determine the ordinate $OV$ which divides the area of the curve $HOL$ in two equal parts, since then it is clearly as probable that the true instant of the phenomenon falls to the right as to the left of the point $V$.

To find the second mean, it is necessary to choose (Figure 3) a point $V$ on the abscissa such that the sum of the ordinates of the curve $HOL$, multiplied by their distance from the point $V$, is a minimum. Now I claim that the second mean differs not at all from the first.

To see this, introduce the ordinate $a$ infinitely close to $OV$, and let $VA = dx$, $OV = y$. Let $Q$ be the center of gravity of the part $aOL$ of the curve; let $M$ be the area of this part; $z$ the distance from the point $Q$ to the ordinate $OV$. Let $P$ be the center of gravity of the part $VOH$; let $N$ be the area of this part; and let $z'$ be the distance from $P$ to the ordinate $OV$. Then if we take the point $V$ as the mean, the sum of the ordinates multiplied by their distances from this point will be

$$M_2 + Nz' + \frac{1}{2}ydx^2,$$
and if instead we take $u$ for the mean, the sum of the ordinates multiplied by their distance from the point $u$ will be

$$M(z - dx) + N(z' + dx) + \frac{1}{2}ydx^2.$$ 

Now we see that the difference of these two quantities will be $Nd - Md$, which must be equal to zero in the case of a minimum. We will thus have in this case $M = N$; that is, the ordinate $OV$ will divide the area of this curve in two equal parts. We thus see that the astronomical mean differs not at all from that of probability, and that both are determined by the ordinate $OV$ that divides the area of the curve $HOL$ in two equal parts.

To find this ordinate, it is necessary to know $\phi(x)$. But of an infinite number of possible functions, which choice is to be preferred? The following considerations can determine a choice. It is true (Figure 2) that if we have no reason to suppose the point $P$ more probable than the point $P'$, we should take $\phi(x)$ to be constant, and the curve $ORM'$ will be a straight line infinitely near the axis $KP$. But this supposition must be rejected, because if we suppose there existed a very large number of observations of the phenomenon, it is presumed that they become rarer the farther they are spread from the truth. We can also easily see that this diminution cannot be constant, that it must become less as the observations deviate more from the truth. Thus, not only the ordinates of the curve $RMM'$, but also the differences of these ordinates must decrease as they become further from the point $V$, which in this figure we always suppose to be the true instant of the phenomenon. Now, as we have no reason to suppose a different law for the ordinates than for their differences, it follows that we must, subject to the rules of probabilities, suppose the ratio of two infinitely small consecutive differences to be equal to that of the corresponding ordinates. We thus will have

$$\frac{d\phi(x + dx)}{d\phi(x)} = \frac{\phi(x + dx) - \phi(x)}{\phi(x)}.$$ 

Therefore

$$\frac{d\phi(x)}{dx} = -m\phi(x),$$

which gives $\phi(x) = Ce^{-mx}$. Thus, this is the value that we should choose for $\phi(x)$. The constant $C$ should be determined from the supposition that the area of the curve $ORM$ equals unity, which represents certainty, which gives $C = \frac{1}{2}m$. Therefore $\phi(x) = (m/2)e^{-mx}$, $e$ being the number whose hyperbolic logarithm is unity.

One can object that this law is repugnant in that if $x$ is supposed extremely large, $\phi(x)$ will not be zero, but to this I reply that while $e^{-x}$ indeed has a real value of all $x$, this value is so small for $x$ extremely large that it can be regarded as zero.

Now, accepting this law, we determine the area of the curve $HOL$ (Figure 1).

1. From a to $b$, the ordinate of the curve $HOL$ is $y = (m^2/8)e^{-m(x + x' - x)}$. Therefore, the area of the curve in this interval will be $= (m^2/8) \cdot e^{-m(x + x' - x)}(e^{mx} - 1)$.

2. From $b$ to $c$, the ordinate of the curve will be $y = (m^2/8)e^{-m(x + x' - x)}$, and the area of the curve in this interval will be $= (m^2/8)e^{-m(x + x' - x)}(e^{mx} - e^{-mx})$.

3. From $c$ to infinity, the area of the curve will be $= (m^2/8)e^{-m(x + x' - x)}(1 - e^{-mx})$.

4. From $a$ to infinity, on the side of $A$, the area of the curve will be $= (m^2/3 \cdot 8)e^{-m(x + x' - x)}(1 - e^{-mx})$. The whole area of the curve is thus

$$= (m^2/4)e^{-m(x + x' - x)}(1 - e^{-mx}) - (m^2/8)e^{-m(x + x' - x)}(e^{mx} - 1).$$

We can observe that the point $V$, such that the ordinate $OV$ divides the area of the curve into two equal parts, must necessarily fall between the points $a$ and $b$, supposing $p > q$, or between $b$ and $c$, supposing $q > p$. This is because the area of the curve to the left of the ordinate $bfr$ is

$$= (m^2/8)e^{-m(x + x' - x)}(1 - e^{-mx}),$$

which is clearly greater or smaller than half the entire area according to whether or not $p$ is greater than or less than $q$. We suppose that $p$ is greater than $q$ in the following calculations; then to determine the distance $x$ of the point $a$ from the point $V$ where we should fix the true instant of the phenomenon, we will have the following equation.

$$m^2e^{-m(x + x' - x)} = m^2e^{-m(p + q)}(1 + \frac{1}{2}e^{-mp} - \frac{1}{2}e^{-mq}),$$

from which we find

$$x = p + (1/m)ln(1 + \frac{1}{2}e^{-mp} - \frac{1}{2}e^{-mq}).$$

**Remark on the Method of Arithmetic Means**

The method commonly in use among observers consists of taking an arithmetic mean of the three observations, which gives $x = (2p + q)/3$. Now this method follows from the preceding formulae with $m = 0$ or infinitely small, because then we have $\ln(1 + \frac{1}{2}e^{-mp} - \frac{1}{2}e^{-mq}) = \frac{1}{2}e^{-mp} - \frac{1}{2}e^{-mq}$. Now $\frac{1}{2}e^{-mp} = \frac{1}{2} - \frac{m}{2}mp$ and $\frac{1}{2}e^{-mq} = \frac{1}{2} - \frac{m}{2}mq$, so $1/m\ln(1 + \frac{1}{2}e^{-mp} - \frac{1}{2}e^{-mq}) = -\frac{m}{2}mp + \frac{m}{2}mq$. Therefore, $x = p + (1/m)\ln(1 + \frac{1}{2}e^{-mp} - \frac{1}{2}e^{-mq}) = (2p + q)/3$, the same value given by the method of arithmetic means.

The supposition that $m$ is infinitely small makes (Figure 2) all points on the line $KP$ equally probable, at least up to an extremely large distance, which is very unlikely both by the nature of the problem and by the result of calculation, as we shall see in a moment. This supposition may often be felt to be unnatural, and in delicate circumstances it may be necessary to make use of the following method.

If $m$ were known, it would be easy to find the value
of \( x \) by the above method, but as \( m \) is unknown, recourse to other means of obtaining this value is required.

From the fundamental principle of section II, the probabilities of different values of \( m \) are to each other as the probabilities that the three observations have the respective distances between them that they do, given the different values of \( m \). Now, the probabilities that the three observations \( a, b, \) and \( c \) (Figure 1) differ from one another by the distances \( p \) and \( q \) are to each other as the areas of the curves \( \text{HOL} \) corresponding to different values of \( m \), as we can easily verify. From this it follows from the principle of section II that the probability of \( m \) is proportional to

$$m^2 dm \cdot e^{-m(p+q)}(1 - \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}),$$

and we see from this that the probability that \( m = 0 \) or infinitely small (the supposition that leads to the method of arithmetic means) is infinitely less than that \( m \) equals any finite quantity whatever.

Next, if we denote by \( y \) the probability, corresponding to \( m \), that the true instant of the phenomenon falls at a distance \( x \) from the point \( a \), the whole probability that this instant falls at this distance will be proportional to

$$\int y m^2 dm \cdot e^{-m(p+q)} \cdot \left(1 - \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}\right),$$

the integral being taken from \( m = 0 \) to \( m = \infty \). If we then construct a new curve \( H'KL' \) on the axis \( AB \) whose ordinates are proportional to this quantity, the ordinate \( KQ \) which divides the area of this curve in two equal parts cuts the axis at the point we should take as the mean between the three observations.

The area of this new curve will evidently be proportional to the integral of the product of the area of the curve \( \text{HOL} \) by

$$m^2 dm e^{-m(p+q)}(1 - \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}).$$

Then since in order to determine \( x \) under a particular supposition for \( m \) we have

$$m^2 e^{-m(2p+q-x)} = m^2 e^{-m(p+q)}(1 + \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}),$$

we will have

$$\int m^2 dm e^{-m(2p+q-x)} \left(1 - \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}\right) = \int m^2 dm e^{-m(p+q)} \left(1 + \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}\right) \left(1 - \frac{1}{3}e^{-mp} - \frac{1}{3}e^{-mq}\right),$$

where the integrals go from \( m = 0 \) to \( m = \infty \).

To integrate these quantities we should observe that

$$\int m^2 dm e^{-km} = -\frac{1}{K} m^2 e^{-km} + \int \frac{4m^3}{K} dm e^{-km}$$

$$= -\frac{1}{K} m^2 e^{-km} - \frac{4m^3}{K^2} e^{-km} + \int \frac{3 \cdot 4 \cdot m^2}{K^2} e^{-km},$$

and so forth. Therefore

$$\int m^2 dm e^{-km} = C - \frac{1}{K} m^2 e^{-km} - \frac{4m^3}{K^2} e^{-km} - \frac{3 \cdot 4 \cdot m^2}{K^2} e^{-km}$$

$$- \frac{2 \cdot 3 \cdot 4}{K^4} m e^{-km} - \frac{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}{K^5} e^{-km},$$

and because this integral vanishes when \( m = 0 \), we have

$$C = \frac{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}{K^6}.$$

Then, since the integral ends at \( m = \infty \), we have in that case \( m^2 e^{-km} = 0 \), \( m^3 e^{-km} = 0 \), etc. Therefore

$$\int m^2 dm e^{-km} = \frac{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}{K^6},$$

and in order to obtain \( x \) we have the following equation,

$$\frac{1}{(3p + 2q - x)^3} - \frac{1}{3(4p + 2q - x)^3} - \frac{1}{3(3p + 3q - x)^3} = \frac{1}{(2p + 2q)^3} - \frac{1}{3(2p + 3q)^3} - \frac{1}{3(2p + 4q)^3}. $$

This is a 15th degree equation and gives 15 values for \( x \), but we should observe that in the case of the preceding problem, \( x \) must be positive and less than \( p \), which makes a great number of these values useless.

If there were many that satisfy these two conditions, though, it would be impossible to determine which is preferable. Fortunately, this does not happen here, and we shall see that there is only one that satisfies them, which is essential for the usage of this method.

Suppose that one of the roots of \( x \) is \( p - f \), and let \( K \) stand for the second term of the equation \( (w) \). We will have

$$\frac{1}{(2p + 2q + f)^3} - \frac{1}{3(3p + 2q + f)^3} - \frac{1}{3(2p + 3q + f)^3} = K.$$

Suppose that \( p - f - u \) is a second root of \( x \), \( f + u \)
being positive and less than \( p \). We will then have

\[
\frac{1}{(2p + 2q + f)^{3}}(1 + \frac{u}{2p + 2q + f})^3
\]

\[
= \frac{1}{3(3p + 2q + f)^{3}}(1 + \frac{u}{3p + 2q + f})^3
\]

\[
= \frac{1}{3(2p + 3q + f)^{3}}(1 + \frac{u}{2p + 3q + f})^3
\]

\[= K.\]

Let

\[
\frac{1}{(2p + 2q + f)^{3}}(1 + \frac{u}{2p + 2q + f})^3
\]

\[= \frac{1}{(2p + 2q + f)^{3}} \left( 1 + \frac{1}{l} \right):\]

\[
\frac{1}{(3p + 2q + f)^{3}}(1 + \frac{u}{3p + 2q + f})^3
\]

\[= \frac{1}{(3p + 2q + f)^{3}} \left( 1 + \frac{1}{l'} \right),\]

\[
\frac{1}{(2p + 3q + f)^{3}}(1 + \frac{u}{2p + 3q + f})^3
\]

\[= \frac{1}{(2p + 3q + f)^{3}} \left( 1 + \frac{1}{l''} \right),\]

where \( l, l', l'' \) may be positive or negative, according to whether \( u \) is positive or negative. Further, we will have \( l < l' \) and \( l < l'' \), and

\[
\frac{1}{l(2p + 2q + f)^{5}} - \frac{1}{3l'(3p + 2q + f)^{5}}
\]

\[= \frac{1}{3l''(2p + 3q + f)^{5}} = 0.\]

But we have

\[
\frac{1}{l(2p + 2q + f)^{5}} - \frac{1}{3l(3p + 3q + f)^{5}}
\]

\[= \frac{1}{3l(2p + 3q + f)^{5}} = \frac{K}{l}.\]

So

\[
\frac{K}{l} + \frac{1}{3(3p + 2q + f)^{3}} \left( \frac{1}{l} - \frac{1}{l'} \right)
\]

\[+ \frac{1}{3(2p + 3q + f)^{3}} \left( \frac{1}{l} - \frac{1}{l''} \right) = 0.\]

Now \( K \) must necessarily be positive, so this equation is clearly impossible unless we suppose

\[
\frac{1}{l} = 0, \quad \frac{1}{l'} = 0, \quad \text{and} \quad \frac{1}{l''} = 0,
\]

which would give \( u = 0 \). Thus there is only one root of \( x \) which satisfies the conditions prescribed above.

The difficulty of solving the equation (\( u \)) for \( x \) makes the use of the preceding method extremely laborious, but one can employ it in delicate circumstances, where the mean among several observations is required with precision. While in the preceding problem we have only considered three observations, it is clear that the solution is entirely similar for any number whatever.

To give an example of the preceding method and how to use it, suppose (Figure 1) that the observations \( b \) and \( c \) coincide, so \( q = 0 \), and setting \( x = px \), the equation (\( u \)) gives

\[
\frac{2}{3(3-x)^{5}} - \frac{1}{3(4-x)^{5}} = \frac{1.3229}{3 \cdot 2.25},
\]

and letting \( (3-x)/2 = \mu \), we will have

\[
\mu = \sqrt[5]{\frac{2}{1.3229 + 1/(\sqrt{2} + \mu)^{5}}},
\]

If in a first approximation we neglect the term \( 1/(\sqrt{2} + \mu)^{5} \), we will have a first value for \( \mu \) which, substituted in the equation, will give a closer second value of \( \mu \), and so forth. In this manner I have found \( \mu = 1.0697 \), which gives \( x = 0.860 \). Therefore \( x = p \cdot 0.860 \). This is consequently the mean that one should take among three observations of which two coincide. For example, if the first gives the instant of the phenomenon at \( m^a 30' 0'' \) and the other two at \( m^a 30' 10'' \), we should suppose the true instant of the phenomenon is \( m^a 30' 8.8'' \). From the method used by astronomers we would find it to be \( m^a 30' 6.9'' \). We thus see that the preceding method gives an instant closer to the two coincident observations, and that this conforms better with the probabilities. So we easily see that the mean that should be taken among these observations of which two coincide is not given by the method of arithmetic means.

Here is a small table that I have constructed for the use of observers. As the value \( q \) had been supposed in our calculations to be less than that of \( p \), I have made it successively equal to 0, 0.1, 0.2, 0.3, 0.4, and up to \( p \). I have calculated the corresponding values of \( x \). If the value of \( q \) were to fall between two of these decimals, it would be easy to find \( x \) by interpolation.

For the use of this table, we should observe that \( x \) expresses the distance from the extreme observation that differs most from the intermediate one, to
the mean that we should take among the three
observations.

\[ q = 0 \quad x = p \cdot 0.860 \]
\[ q = 0.1 \quad x = p \cdot 0.894 \]
\[ q = 0.2 \quad x = p \cdot 0.916 \]
\[ q = 0.3 \quad x = p \cdot 0.932 \]
\[ q = 0.4 \quad x = p \cdot 0.944 \]
\[ q = 0.5 \quad x = p \cdot 0.955 \]
\[ q = 0.6 \quad x = p \cdot 0.965 \]
\[ q = 0.7 \quad x = p \cdot 0.975 \]
\[ q = 0.8 \quad x = p \cdot 0.984 \]
\[ q = 0.9 \quad x = p \cdot 0.992 \]
\[ q = p \quad x = p \]

VI

The preceding theory has led me to the following considerations which are perhaps not useless in the theory of chances, and with which I end this memoir.

I suppose that \( A \) and \( B \) play "heads or tails" under these conditions: if \( A \) throws heads on the first toss, \( B \) will give him two écus; he will give him four if \( A \) doesn't throw heads until the second toss, eight if he doesn't throw it until the third, and so forth until \( n \) tosses are complete. It is easy to determine \( A \)'s expectation, the sum that he should give to \( B \) before beginning the game. For let \( y \) be this sum, then if we suppose that the number of tosses instead of \( x \) is increased by one, it is clear that \( A \)'s expectation will be increased by \( 2^{x+1} \) écus times the probability \((1/2)^{x+1}\) of obtaining this on the toss \( x + 1 \). We will thus have \( y_{x+1} - y_x = 1 \), from which we find by integrating, \( y_x = x + C \), \( C \) being an arbitrary constant. Now for \( x = 1 \), \( y_1 = 1 \), so \( C = 0 \). Thus \( A \) should give \( B \) \( x \) écus.

In this solution, we assumed that the coin which was tossed in the air had no tendency to favor either heads or tails. Now, this supposition is only mathematically admissible because physically there must be an inequality. But as the two players \( A \) and \( B \) are ignorant of it at the beginning of the game, of which side has the greater tendency, we can believe that this uncertainty neither increases nor decreases the advantage. We shall see, however, that nothing is less founded than this supposition, that it follows that the science of chances must be used with care, and must be modified when we pass from the mathematical case to the physical.

We shall examine the consequences of supposing that the coin has a greater tendency to fall on one side or the other. Let \((1 - \pi)/2\) be the probability that when the coin is tossed in the air, heads or tails (we do not know which) will occur. If \((1 + \pi)/2\) is supposed the probability of heads, \( A \)'s expectation will be equal to

\[
(1 + \pi)[1 + (1 + \pi) + (1 - \pi)^2 + \cdots + (1 - \pi)^{x-1}] = \frac{(1 + \pi)[(1 - \pi)^x - 1]}{\pi},
\]

if we supposed the probability of heads is \((1 - \pi)/2\), then \( A \)'s expectation will be equal to \((1 - \pi) \cdot [(1 + \pi)^x - 1]/\pi \). Now since it is as natural to attribute the probability \((1 + \pi)/2\) to heads as to tails, if we let \( E \) be \( A \)'s expectation we will have

\[
E = 1 + \frac{(1 - \pi)\pi}{2}[(1 + \pi)^x - 1 - (1 - \pi)^x]^{-1},
\]

and if we regard \( \pi \) as very small, we will have, if \( x \) is not too large,

\[
E = 1 + \left(\frac{(x - 1)(x - 2)(x - 3) - (x - 1)}{1 \cdot 2 \cdot 3 \cdot 1}\right)\pi x.
\]

So \( A \)'s expectation is less than \( x \) if \( x \) is between 1 and 5, and it is equal to \( x \) if \( x = 5 \). After a larger number of tosses, \( A \)'s expectation becomes greater than \( x \), and taking \( x \) infinite, it is infinitely larger.

Since the value of \( \pi \) is unknown, it is hardly possible to evaluate \( A \)'s expectation for a number \( n \) of tosses; however, if we are assured that \( \pi \) cannot exceed a certain quantity, for example \( 1/q \), but that it is equally able to be any fraction between 0 and 1/q, then we can calculate \( A \)'s expectation in the following manner.

If we conceive of the fraction \( 1/q \) as partitioned into an infinity of equal parts, represented by \( d\pi \), it is clear that the element of \( A \)'s expectation will be equal to \( Ed\pi \), and that the total expectation will be

\[
\int E d\pi = \int q d\pi \left(1 + \frac{(1 - \pi)\pi}{2\pi}[(1 + \pi)^x - 1 - (1 - \pi)^x]^{-1}\right)
\]

\[
= n + \left(\frac{(n - 1)(n - 2)(n - 3) - (n - 1)}{1 \cdot 2 \cdot 3 \cdot 1}\right)\frac{1}{3q^2}
\]

\[+ \left(\frac{(n - 1) \cdots (n - 5) - (n - 1) \cdots (n - 3)}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}\right)\frac{1}{5q^4} + \&c.
\]

(after integrating and adding the appropriate constant). If we suppose \( q \) quite large, this quantity is reduced to its first two terms, as long as \( n \) is sufficiently small, and \( A \)'s expectation will then be

\[
n + \left(\frac{(n - 1)(n - 2)(n - 3) - (n - 1)}{1 \cdot 2 \cdot 3 \cdot 1}\right)\frac{1}{3q^2}.
\]
It is remarkable that this expectation will be less than \( n \) when the number of tosses is between 1 and 5, that it will equal \( n \) when \( n = 5 \), and finally that it will be larger when \( n \) is larger than 5.

If we suppose \( n = 2 \) and \( 1/a_i = \frac{1}{12} \), A's expectation will equal \( 2 - \frac{2}{3} \) ecus, from which we see that A plays with a disadvantage if he only gives B 2 ecus, because he should only give him \( 2 - \frac{2}{3} \) ecus.

If we seek the probability of obtaining heads in two tosses, we find by this method that it is equal to \( \frac{1}{4} + 1/12qq \), consequently greater than \( \frac{1}{4} \). It follows that we deceive ourselves in calculating these probabilities in the ordinary manner, that is, without paying attention to the inequalities that may be found between the two faces of the coin.

These considerations give rise to a new type of problem concerning chance, one quite useful in the application of the calculus of probabilities. We see that even if we are ignorant of which side of the coin has the larger probability, this uncertainty can make the lot of one of the players more advantageous than the other. It is thus of great interest to know in which different cases, which player has the greater advantage.

But it is principally in the application of the science of probabilities to the game of dice that this theory requires modification. Often a die which appears to be a perfect cube will exhibit a quite appreciable unequal tendency toward its different sides, such that in a large number of tosses one face will appear more frequently than another. This can be due to the heterogeneity of the material the die is made from, or to a lack of a perfectly cubical shape, as I have observed even with the most regular and the most homogeneous dice I could find, and more particularly with what are called English dice. We shall now examine the changes that these inequalities produce in the solutions of problems concerning the game of dice.

A and B play together with the condition that if A throws a given face of a die in any one of \( n \) tosses, B will give him the sum \( a \). We ask what sum \( A \) must give to \( B \).

By the theory of chances, we find that A's expectation is \( a - (5^n/6^n)a \), and that this is the sum that he must give to \( B \). This solution supposes that all faces of the die are perfectly equal, which is only true mathematically speaking.

Let \( (1 + \pi)/6 \) be the probability that one of the faces of the die (we are ignorant of which) will be thrown at the first toss; let

\[
\frac{1 + \pi'}{6}, \frac{1 + \pi''}{6}, \ldots, \frac{1 + \pi^v}{6}
\]

be the probabilities the other faces are thrown on the first toss. We will have

\[
\frac{1 + \pi}{6} + \frac{1 + \pi'}{6} + \ldots + \frac{1 + \pi^v}{6} = 1,
\]

so \( \pi + \pi' + \ldots + \pi^v = 0 \). Now if we suppose that the given face has the probability \( (1 + \pi)/6 \) of being thrown on a single toss, the probability that it will not occur in \( n \) tosses will be

\[
\frac{(5 + \pi' + \pi'' + \ldots + \pi^v)^n}{6^n} = \frac{(5 - \pi)^n}{6^n};
\]

A's expectation is thus

\[
a \left( 1 - \frac{(5 - \pi)^n}{6^n} \right).
\]

Similarly, if the probability that the given face will be thrown on the first toss is \( (1 + \pi')/6 \), we will have A's expectation

\[
a \left( 1 - \frac{(5 - \pi')^n}{6^n} \right),
\]

and so forth. It follows that A's true expectation is

\[
a - a \left( \frac{5^n}{6^n} - \frac{n(n - 1)}{1 \cdot 2} \cdot \frac{5^{n-2}}{6^{n+1}} \right) - \ldots - a \left( \frac{5}{6^{n+1}} \right),
\]

from which it follows that if \( \pi, \pi', \pi'' \), &c. are quite small and \( n \) fairly large, we will have this expectation

\[
a \left[ \pi + \pi' + \pi'' + \ldots + \pi^v \right],
\]

If we suppose \( \pi, \pi', \pi'' \), &c. are not zero, which would be physically impossible, A's expectation is less than \( a - (5^n/6^n)a \), unless \( n = 1 \). Thus, it follows that A, in giving to B the sum \( a - (5^n/6^n)a \), plays at a disadvantage.

If \( n \) were a large number, we would find A's expectation equal to

\[
a - \frac{5^n}{6^n} a \left[ \frac{n(n - 1)}{1 \cdot 2} \cdot \frac{5^{n-2}}{6^{n+1}} \right] + \frac{n(n - 1)(n - 2)}{1 \cdot 2 \cdot 3} a \left( \frac{5^{n-3}}{6^{n+1}} \right) \left[ \frac{\pi^3 + \pi'}{3} + \ldots + \pi^v \right] + \ldots.
\]

Now since it is as natural to suppose \( \pi, \pi', \pi'' \), &c. negative as positive, it is clear that we should discard terms where they are raised to an odd power, thus A's
expectation will be
\[
a - \frac{5^n}{6^n} a - \frac{n(n - 1)}{1 \cdot 2} \frac{5^{n-1}}{6^{n+1}} a[\pi^2 + \pi'^2 + \cdots + \pi'^2]
\]
\[
= \frac{n(n - 1)(n - 2)(n - 3)}{1 \cdot 2 \cdot 3 \cdot 4} \frac{5^{n-1}}{6^{n+1}} a[\pi^4 + \cdots + \pi'^4] - &c.
\]
which is always less than \(a - (5^n/6^n)a\) whatever \(n\) is.

If the quantities \(\pi, \pi', \pi'', \&c.\) are unknown, but we are assured that they can neither exceed \(1/q\), nor be less than \(-(1/q)\), we propose to find \(A\)'s expectation.

This problem presents many difficulties and requires particular consideration, because the quantities \(\pi, \pi', \pi'', \&c.\) are mutually dependent, which renders the various values they may take more or less probable. To simplify calculation, instead of a die imagine a triangular prism which can only fall on the three rectangular faces. In this case, supposing \(\pi\) quite small and \(n\) fairly large, \(A\)'s expectation is
\[
a - \frac{2^n}{3^n} a - n(n - 1) \frac{2^{n-2}}{1 \cdot 2} \frac{3^{n+1}}{2^{n+1}} a[\pi^2 + \pi'^2 + \pi''^2].
\]
Here \(\pi + \pi' + \pi'' = 0\), and we will have \(\pi'' = -\pi - \pi'\); thus \(A\)'s expectation is
\[
a - \frac{2^n}{3^n} a - n(n - 1) \frac{2^{n-1}}{1 \cdot 2} \frac{3^{n+1}}{2^{n+1}} a[\pi^2 + \pi'\pi + \pi''^2].
\]
I now suppose \(\pi'\) positive and constant, and I seek \(A\)'s expectation in this case. To this end, I multiply the preceding quantity by \(d\pi\), which after integrating gives
\[
a\pi - \frac{2^n}{3^n} a\pi - n(n - 1) \frac{2^n}{1 \cdot 2} \frac{3^{n+1}}{2^{n+1}} a[\pi^3 + \pi'\pi^2 + \pi''^2\pi] = C.
\]

Now the largest positive value \(\pi\) can have is \(1/q - \pi'\), so, supposing the integral vanishes when \(\pi = 0\), we will have \(C = 0\) and the integral corresponding to positive \(\pi\) is
\[
a - \frac{2^n}{3^n} a\left(\frac{1}{q} - \pi'\right) - n(n - 1) \frac{2^n}{1 \cdot 2} \frac{3^{n+1}}{2^{n+1}} a\left[\frac{1}{3} \pi^3 + \pi'\frac{\pi^3}{2} + \pi''^2\pi\left(\frac{1}{q} - \pi'\right)\right].
\]
For the integral corresponding to negative \(\pi\), I put negative \(\pi\) in the above expression for \(A\)'s expectation, which then becomes
\[
a - \frac{2^n}{3^n} a - n(n - 1) \frac{2^n}{1 \cdot 2} \frac{3^{n+1}}{2^{n+1}} a[\pi^3 - \pi'\pi + \pi''^2].
\]
If we multiply this quantity by \(d\pi\) and integrate, we will have
\[
\left(a - \frac{2^n}{3^n} a\right)\frac{1}{q} - \frac{n(n - 1)}{1 \cdot 2} \frac{2^n}{3^{n+1}} a\left[\frac{1}{3} \pi^3 - \frac{1}{2} \pi'\pi^2 + \pi''^2\pi\right].
\]
Now the largest value \(\pi\) can have in this case is \(1/q\). We thus will have for the total integral corresponding to negative \(\pi\),
\[
\left(a - \frac{2^n}{3^n} a\right)\frac{1}{q} - \frac{n(n - 1)}{1 \cdot 2} \frac{2^n}{3^{n+1}} a\left[\frac{1}{3} \pi^3 - \frac{1}{2} \pi'\pi^2 + \pi''^2\pi\right].
\]
If we add this integral to the preceding, it is clear that their sum expresses the sum of all of \(A\)'s expectations which correspond to this value of \(\pi'\), and consequently to all possible \(\pi\) from \(-(1/q)\) to \(1/q - \pi'\). This sum will be
\[
\left(a - \frac{2^n}{3^n} a\right)\left(\frac{2}{q} - \pi'\right) - \frac{n(n - 1)}{1 \cdot 2} \frac{2^n}{3^{n+1}} a\left[\frac{1}{3} \left(\frac{1}{q} - \pi'\right)^3 + \frac{1}{3} \pi'^2\pi'\left(\frac{1}{q} - \pi'\right)\right].
\]
If we multiply this quantity by \(d\pi'\) and integrate it, we will have
\[
\left(a - \frac{2^n}{3^n} a\right)\left(\frac{2}{q} - \pi'\right) - \frac{n(n - 1)}{1 \cdot 2} \frac{2^n}{3^{n+1}} a\left[\frac{1}{12q^4} - \frac{1}{12q}\left(\frac{1}{q} - \pi'\right)^4 + \frac{1}{3q} - \frac{1}{8q^3} + \pi''^2\pi'\left(\frac{1}{q} - \pi'\right)\right].
\]
Evaluating this from \(\pi' = 0\) to \(\pi' = 1/q\), we get
\[
\left(a - \frac{2^n}{3^n} a\right)\frac{3}{2qq} - \frac{n(n - 1)}{1 \cdot 2} a\left[\frac{5}{3^{n+1}}q^4 - a\left(\frac{1}{2}\right)^{3^n}\right].
\]
This expresses the sum total of \(A\)'s expectation corresponding to all possible positive variations of \(\pi\); to have the resulting expectation for \(A\), it is clearly necessary to divide this sum by the total number of possible positive variations of \(\pi'\). Now, the number of corresponding variations of \(\pi'\), is, by the preceding, \(2/q - \pi'\); multiplying by \(d\pi'\) and integrating, we find \(3/2qq\) as the divisor for the preceding quantity. Thus \(A\)'s expectation, corresponding to positive \(\pi'\), is
\[
a - \frac{2^n}{3^n} a - n(n - 1) \frac{2^n}{1 \cdot 2} \frac{3^{n+1}}{2^{n+1}} \frac{5}{q^2}.
\]
Now, the expectation which corresponds to negative \( \pi' \) is clearly the same, as we would as soon wager that \( \pi' \) is negative as positive: the total of \( A \)'s expectation is thus

\[
a - \frac{2^n}{3^n} a - \frac{n(n - 1)}{1 \cdot 2} \cdot \frac{2^{n-3}}{2^{n+2}} \cdot \frac{5a}{q^2}.
\]

Following the same process, we could obtain the solution to the preceding problem in the cases where the solid would have 4, 5, 6, &c. faces. The only additional difficulty is the length of the calculation.

These examples are sufficient to show the precaution needed in applying the mathematical considerations of the calculus of probabilities to physical objects. We suppose in the theory that the different ways in which an event can occur are equally probable, or where they are not, that their probabilities are in a given ratio. When we wish then to make use of this theory, we regard two events as equally probable when we see no reason that makes one more probable than the other, because if they were unequally possible, since we are ignorant of which side is the greater, this uncertainty makes us regard them as equally probable.

When it is only a question of simple probabilities, it would appear that this inequality of probabilities would not diminish the correctness of applying this calculus to physical objects. If \( B \), for example, agrees to give two écus to \( A \) if a head occurs on the first toss, then by the theory, that is, supposing head and tail equally possible, \( A \) should give \( B \) one écu before beginning the game. It is the same, as we can easily assure ourselves, if we were to suppose unequal probability for heads and for tails, where we were ignorant of which side is the greater. But when composite probabilities are in question, it appears to me that our application of this theory to physical events requires modification. For example, if at the game of heads and tails \( B \) wagers with \( A \) that a head will not occur on either of two tosses, the probability that \( B \) will win is clearly composite, since it is the probability that a head will not occur on the first toss, and that it will not occur on the second toss, multiplied together. Now, in this case the probability for \( B \) from the ordinary theory is \( \frac{1}{4} \), while if instead we suppose heads and tails unequally possible, this probability is larger than \( \frac{1}{4} \).

This aberration in the ordinary theory, which has not to my knowledge been previously noted by anyone, appears to me to merit the attention of geometers. It seems to me that it is essential to consider it whenever we apply the calculus of probabilities to the different objects of civil life.\(^1\)

---

\(^1\) Section VII of the *Memoir*, which announced four theorems concerning differential equations which were totally unrelated to Sections I–VI, is omitted.