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Abstract

The literature which considers the statistical properties of cost-effectiveness analysis has focused on estimating the sampling distribution of either an incremental cost-effectiveness ratio or incremental net benefit for classical inference. However it is argued here that rules of inference are arbitrary and entirely irrelevant to the decisions which clinical and economic evaluations claim to inform. Decisions should be based only on the mean net benefits irrespective of whether differences are statistically significant or fall outside a Bayesian range of equivalence. Failure to make decisions in this way by accepting the arbitrary rules of inference will impose opportunity costs which can be measured in terms of resources or health benefits forgone. The distribution of the incremental net benefit is only relevant to deciding whether it is worth collecting more information to reduce the expected costs of basing treatment choice on existing estimates of the mean net benefit. A framework for decision making and establishing the value of additional information is presented which is consistent with the decision rules in CEA. This framework can distinguish the simultaneous but conceptually separate steps of deciding which alternatives should be chosen, given existing information, from the question of whether more information should be acquired. It mirrors the sequential nature of decision making: making an initial decision; deciding to gather evidence; revising decisions in the light of this new information; and again considering whether more information is required. It also ensures that the type of information acquired is driven by the objectives of the health care system, is valued in a way which is consistent with the budget constraint on service provision and that research is designed efficiently.
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Introduction

The literature which considers the statistical properties of cost-effectiveness analysis has focused on estimating the sampling distribution of incremental cost-effectiveness ratios. This approach leads to problems of infinite value of the cost-effectiveness ratio when incremental benefits can be zero, and infinite value of the effectiveness-cost ratio when incremental cost can be zero. However, an appropriate test statistic should be relevant for decision-making, not simply inference, and should combine both the summary measure of cost-effectiveness and the decision rule used to establish which of the alternatives is cost-effective. The incremental cost-effectiveness ratio is an appropriate summary measure of cost-effectiveness when comparing mutually exclusive alternatives, indeed there is no legitimate role of what have been called average cost-effectiveness ratios. However, in the absence of dominance an incremental cost-effectiveness ratio is not sufficient to establish which alternative is cost-effective and should be implemented. An incremental cost-effectiveness ratio must be compared to the opportunity cost of implementing the more costly but more effective alternative. The opportunity cost is the health benefit foregone by incurring the incremental costs of the more effective treatment, displacing the marginal project and foregoing the benefits that it provided. This has been described as the critical cost-effectiveness ratio and is the shadow price of the budget constraint on service provision, or the monetary value of health outcome implicit in existing levels of service provision. This decision rule can also be expressed in terms of an effectiveness-cost ratio and the new treatment (j=2) is cost-effective if the effectiveness-cost ratio is greater than the effectiveness-cost ratio of the marginal project which is displaced (g), the shadow price of health outcome.

\[
1a \quad \frac{(U_j - U_i)}{(C_j - C_i)} > g \\
1b \quad \frac{(C_j - C_i)}{(U_j - U_i)} < 1/g
\]

Where \(U_j\) is the health outcome with treatment \(j\) and \(C_j\) is the cost of treatment \(j\). This is equivalent to asking if the cost-effectiveness ratio is less than the critical ratio or the marginal willingness to pay for health outcome implicit in the existing budget constraint in 1b. No decisions can be made until the value of \(g\) has been established. Following Phelps and Mushlin (1991) the decision rule in 1a and 1b can be rearranged so that the cost-effectiveness of the alternatives are expressed in incremental net benefits which can be measured on either an effectiveness (\(\eta\)) or a monetary scale (\(\mu\)). The new treatment is cost-effective if:

\[
2a \quad U_j - g.C_j > U_i - g.C_i \\
2b \quad 1/g(U_j - C_j) > 1/g(U_i - C_i)
\]

or \(\eta = (U_j - U_i) \cdot g(C_j - C_i) > 0\)

or \(\mu = 1/g(U_j - C_j) \cdot (C_j - C_i) > 0\)

Clearly each of these expressions are equivalent and as described by Phelps and Mushlin suggests the "near" equivalence of CEA and CBA when the value of \(1/g\) is equal to the marginal willingness to pay by particular patient groups.

An appropriate test statistic for CEA

Whenever a decision is made, or CEA is used to make a statement about what is cost-effective, a monetary valuation of health outcome is applied. In most cases this is done implicitly (it is also implicit in the selection of "relevant alternatives" during the design of any evaluative study). However if it is made explicit then it can be applied consistently and incremental net benefit can be used as the test statistic. This can directly address the hypothesis posed by economic evaluation: that one alternative is more cost-effective than another. The incremental net benefit in 2a and 2b have been used in a Bayesian framework to establish prior and sampling distributions for CEA, and in a classical frequentist framework to establish a test statistic for CEA.
It can also be established that the test statistic will be equivalent when incremental net benefits are expressed in either effectiveness (4a) or monetary (4b) terms.

\[ 4a \quad H_0: \eta = 0, \quad Z_\eta = \frac{(U_2 - U_1) - g(C_2 - C_1)}{\sqrt{\text{Var}(\eta)/n}} \]

\[ 4b \quad H_0: \mu = 0, \quad Z_\mu = \frac{1/g(U_2 - U_1) - (C_2 - C_1)}{\sqrt{\text{Var}(\mu)/n}} \]

\[ Z_\mu = \frac{1/g(U_2 - U_1) - (C_2 - C_1)}{\sqrt{\text{Var}(\mu)/n}} = \frac{(U_2 - U_1) - g(C_2 - C_1)}{\sqrt{g^2 \text{Var}(\mu)/n}} \]

\[ g = \frac{1}{n} \left( \frac{1/g^2 \sigma_\varepsilon^2 + \sigma_\mu^2 - 2/g \sigma_\varepsilon \sigma_\mu}{ \sqrt{\text{Var}(\mu)/n} } \right) = \frac{(\sigma_\varepsilon^2 + g^2 \sigma_\mu^2 - 2/g \sigma_\varepsilon \sigma_\mu)}{n} \]

\[ Z_\eta = Z_\mu, \quad \forall g \]

Clearly the mean and the variance of the incremental net benefit will be a function of the shadow price of the budget constraint.

\[ 5a \quad \partial \text{Var}(\eta)/\partial g = 2g \sigma_\varepsilon^2 - 2 \sigma_\mu \]

As the budget is relaxed the cost-effectiveness ratio of the marginal project will increase (g will fall) as more effective but more costly programmes are adopted. Consequently g^2 in 3a will fall and the variance of the incremental net benefit will also fall (if g > \sigma_\mu/\sigma_\varepsilon^2). This is illustrated using a simple numerical example detailed in table 1 (where \sigma_\mu=0), appendix A. Figure 1a illustrates the incremental net benefit of treatment t_1 valued in terms of health outcome. If the value of health outcome is £400 per outcome gained the null is rejected and treatment t_1 can be regarded significantly more cost-effective than treatment 1. Figure 1a demonstrates that sample variance is dependent on budgetary restrictions on service provision. As the budget is relaxed the confidence intervals narrow around the increasing mean incremental net benefit. The sample variance approaches \sigma_\varepsilon^2/n as g becomes very small (1/g=\infty). No weight is placed on cost and when g=0 the decision rule becomes a purely clinical effectiveness rule. The reverse is also true and when a cost minimisation rule is used (1/g=0, or g=\infty), where health benefits are disregarded, sample variance is infinite. This relationship between sample variance and the shadow price of the budget constraint is reversed (if 1/g > \sigma_\mu/\sigma_\varepsilon^2) when net benefits are measured on a monetary scale using 3b.

\[ 5b \quad \partial \text{Var}(\mu)/\partial \log g = 1/g \sigma_\mu^2 - 2 \sigma_\varepsilon \]

This is illustrated in figure 1b for the same numerical example in table 1. Now the sample variance increases with the value placed on health outcome and as 1/g becomes very large and an infinite value is placed on health outcome, the sample variance approaches infinity and the confidence limits are unbounded (as is the incremental net benefit). Similarly when the cost minimisation rules is used (1/g=0) the sample variance will be \sigma_\varepsilon^2/n. However despite the fact that the sample variance will be related to the shadow price of the budget constraint in different ways depending on whether the incremental net benefits are measured in effectiveness or monetary terms \( Z_\eta \) will always be equal to \( Z_\mu \) and the p values of any differences in net benefits will be the same irrespective of the scale used for net benefits (because g affects both the denominator and the numerator of \( Z_\eta \) and \( Z_\mu \)).

This can lead to an interesting situation where two non mutually exclusive alternative programmes have identical mean net benefits with identical variances for incremental cost and benefits but where different values of g result in different test statistics. This is illustrated in figure 2 using a simple numerical example detailed in table 2, appendix A. These two examples could represent the same clinical decision problem each with the same two mutually exclusive treatment alternatives considered under two different budgetary regimes (1/g=£400 in figure 1b and £700 in figure 2) with different acquisition costs for the new treatmnet (t_2). The new treatment in figure 1 and 2 has identical incremental net benefit when compared to an identical current practice, but in figure 2 the null hypothesis
is accepted and we conclude that there is no statistically significant difference in cost-effectiveness between current practice and the new treatment, whereas the null was rejected in figure 1b. The difference lies only in terms of the context such as the budgetary regime and the value of $g$. These numerical examples support the argument that the explicit monetary valuation of health outcome is an essential and unavoidable element in estimating the mean net benefit and making inference about cost-effectiveness.

The shadow price of the budget constraint determines which of the alternatives will be regarded as cost-effective and establishing the value of this key parameter should not be abdicated to the vagaries of uninformed and implicit judgment of social decision makers. Establishing the value of $g$ may be problematic and will be specific to time, place, perspective, and the measure of health outcome deemed to be appropriate. However these problems cannot be avoided because even if a reliable test statistic for an incremental cost-effectiveness ratio was available it would not be possible to test a coherent hypothesis without a value for $g$. This is not to argue for a return to a Paretoian approach or to suggest that a Paretoian approach has any normative superiority over an extra-welfarist or social decision making approach. CEA is founded on an extra-welfarist view but within this the shadow price of the budget constraint is an empirical question which is an essential element in establishing which health care programmes should be implemented. For those of us who reject a Paretoian view of the world a tendency to avoid addressing directly the explicit monetary valuation of health outcome in CEA is understandable but it is also inconsistent and incomherent. The explicit monetary valuation of health outcome is an essential, unavoidable and (given the normative judgement which determine the existing budget) a positive empirical question in testing the hypothesis that a new treatment is cost-effective when compared to current practice. It seems appropriate that the decision rules and the test statistic for the hypothesis posed by cost-effectiveness analysis should reflect this.

2 The irrelevance of inference

However whether this test statistic is at all relevant to the decision of which programme should be adopted is not clear. It has been argued for some time that the level of significance or the probability of a type I error in a pragmatic clinical trial (which wishes to inform clinical decision making) is entirely irrelevant.

“If we simply wish to decide which of the two [treatments] to use it is immediately clear that the error probability $\alpha$ is quite irrelevant, if A=B it cannot matter which we decide to choose. ...if A and B are equivalent, there is no drawback to choosing one or the other of them always provided that the assessment of the results is sufficiently broad based. ...If we are not interested in $\alpha$, we no longer need to minimise it; ...we have no need to make a significance test, ...we simply choose the treatment with the better mean value,” (Schwartz D. and Lellouch J. 1967)

Indeed it is argued here that the rules of classical statistical inference are arbitrary, inconsistent with the objectives of any coherent health care system, and impose unnecessary costs. These rules should be rejected: including significance testing, confidence intervals and p values. Similarly the Bayesian counterparts to confidence intervals, in the form of ranges of equivalence, are also only concerned with inference rather than decision making, are equally arbitrary, and should also be rejected in favour of a decision making approach.

“It must be recognised that clinical trials are not there for inference but to reach a decision, and the omission of their raison d’etre is serious. In the long term utility is realistic and, indeed necessary. ... It is only by using expected utility that we can be sure that our actions fit together sensibly. I suspect that the procedure of continuing with a trial until a tail area probability in the posterior is small is just as incoherent as a belief based on the tail area p-value. Or if it is coherent, it implies an inept utility, such as one taking only values of 0 and 1.” (Lindley 1994 page 393)

Inspired by Lindley a framework for deciding which of the competing mutually exclusive alternatives should be chosen and deciding whether it is efficient to gather more information about the decision problem to inform this choice is presented.
The feasibility and necessity of a decision making approach

The possibility of abandoning inference (based on either a frequentist or Bayesian view of probability) and taking a
decision making approach has been discussed for some time but has been rejected on a number of grounds 29:

"Although there have been many attempts to place clinical trials within such a decision theoretic
framework, in our formulation we specifically do not include utility assessments. Our reason is
that when a decision is whether or not to discontinue the trial, coupled with whether or not to
recommend one treatment in preference to the other, the consequences of any particular course of
action are so uncertain that they make the meaningful specification of utilities rather speculative.
..." (Spiegelhalter, Freedman, and Parmar 1994 page 360)

This leads to a somewhat contradictory position later in this influential paper by Spiegelhalter, Freedman and
Parmar.

"The choice [of acceptable error] should in principle anyway, be made from decision theoretic
considerations of expected utility. But we have already said that this is unrealistic." (Spiegelhalter,
Freedman, and Parmar 1994 page 370)

However even at the time a small number including Lindsey and Berry argued that abandoning inference is both
necessary and feasible but were not able to outline a framework which would make it possible 29.

"I disagree that a decision theoretic approach using utilities is unrealistic in clinical trials "the
consequences of any particular course of action are so uncertain that they make the meaningful
specification of utilities rather speculative". Speculation and assessing uncertainty are the stuff of
the Bayesian approach. In deciding whether to stop a trial the authors spurn utilities and are left
with conventional benchmarks such as 2.5% and 5%. In my view, deciding when to stop a trial
requires considering why we are running it in the first place, and this means assessing utilities."
(Berry 1994 page 399)

The reasons why a decision making approach was rejected in the past fall into three categories. Firstly it was not
clear how health outcomes and resource costs could be measures on the same scale and therefore it was not possible
to construct "utilities" which were sufficiently "broad based". The issue of cost was subsumed into either the
clinically significant difference that is worth detecting in the frequentist approach 30,31,

"There will be a minimum worthwhile improvement for the experimental treatment to attain
before the upheaval [cost] of a change of policy is justified" (Whitehead 1992 p22),

or the range of equivalence in a Bayesian framework 37.

"...the range of equivalence, which combines evidence regarding the relative differences between
the treatments in toxicity, cost and inconvenience" (Spiegelhalder 1994 p368).

The discussion in section 1 and 2 above and recent work in this area 14,19 demonstrates that this is no longer a
problem of principle. If the budget for service provision is fixed then the shadow price of the budget constraint is a
fixed parameter who’s value can be established by empirical analysis. Costs can be rescaled into health outcome or
health outcome into monetary terms. The decision as to “recommended one treatment in preference to the other” or
“whether or not to discontinue the trial” can then simply be based on (posterior) mean incremental net benefit
without reference to arbitrary rules.

Secondly, early attempts to found clinical trials in a decision theoretic framework lead to very large or unbounded
predicted sample sizes 33-37. Since there was no way to incorporate resource cost into this analysis very large
predicted sample sizes are not surprising when the marginal resource cost of an additional sample is excluded
(implicitly g was zero and an infinite value was placed on the benefits of sample information). Now that resource
costs can be incorporated using the shadow price of the budget constraint the marginal benefits and marginal costs
of sample information can be established and unbounded sample size is not a problem 35,39 (although very large
sample size may still be efficient in certain circumstances).
Finally if a decision making approach is used to decide, "whether or not to discontinue the trial, coupled with whether or not to recommend one treatment in preference to the other", there is a justifiable concern that the results of the research will not have an impact on the decisions of clinical practitioners who may continue to demand substantial clinical improvements at 5% significance and 80% power before they will adopt a new treatment. However to select some methods (reject others) and design research based on the concerns of current practitioners is rather circular and makes discussion of appropriate methods seem rather irrelevant. It implies that either the current decision making processes of practitioners in assessing and acting on evidence are optimal with regard to the objectives of the health care system or are not amenable to change. A different view is taken here: it is not assumed that current decision making is necessarily optimal and believe (based on evidence which has accumulated over the last 30 years in the economics literature and elsewhere) that it may be amenable to change. In selecting appropriate methods the first step is to select an approach which “best” meets the objectives of the health care system (a normative framework) then conduct positive research to establish what incentives or institutional arrangements are required to persuade decision makers to act on this evidence in the way intended. Here the former is addressed and it is left to others to continue to address the latter.

3 The choice between mutually exclusive alternatives

If the objective is to maximise health gain for a given budget then programmes should be selected based on the (posterior) mean net benefit irrespective of whether any differences are regarded as statistically significant or fall outside a Bayesian range of equivalence. This is because one of the mutually exclusive alternatives must be chosen and this decision can not be differed. In this example by selecting current practice $t_1$ we reject $t_2$ and visa versa. The opportunity cost of failing to make the correct decision based on the mean are symmetrical and the historical accident that dictates which of the alternatives is regarded as current practice is irrelevant.

This can be demonstrated using the numerical example which was illustrated figure 2 and detailed table 2. When the value of health outcome is £700 per unit of health outcome the incremental net benefit of $t_2$ is valued at £400 or 0.5714 units of health outcome for each patient treated. This incremental net benefit is not statistically significant with a p-value of 0.1218 and according to the rules of inference the null is accepted and the new treatment is rejected (current practice $t_1$ is chosen). However this arbitrary rule imposes unnecessary costs on individual patients and on the population of current and future patients who enter this decision problem (the same argument also applies to clinical evidence about efficacy and effectiveness which are simply a special case where $g=0$). For example, assume an incidence of 2,000 patients entering this decision problem each year over 10 years. Applying a discount rate of 6% the opportunity costs of failing to adopt the new treatment simply because the difference in net benefit is not statistically significant can be valued at £6,241,354 or at 8.916 units of health outcome. In this example when $1/g=300$ the incremental net benefit of $t_2$ is £-400 and current practice should be chosen. However if the new treatment is adopted the opportunity cost can also be valued at £6,241,354 (the opportunity costs of these two equally arbitrary decisions are the same). No one would ever suggest that a new treatment should be adopted when it’s mean net benefit is less than current practice but in terms of opportunity cost this is precisely what is implied by the arbitrary rules of inference.

The measures of net benefits presented in these numerical examples are based on a particular objective or social welfare function which may be judged inappropriate and consequently the measures of net benefit may be regarded as incomplete. However if there are equity issues which need to be incorporated they can be made explicit with appropriate adjustments to the measure of outcome 39, 40. Similarly on the issue of the safety of a new technology if there is particular concern for rare but catastrophic events then these undesirable outcomes should be given appropriate weight in the calculation of expected net benefits 41. If decision makers wish to adopt some type of voting rule then the decision may focus on the median rather than the mean net benefits and the treatment which benefits the greatest number could be adopted 42, 43. Attitudes to risk can be incorporated in the measures of outcome but if we wish to incorporate the fact that some individuals preferences violate the axioms of expected utility theory then prospect theory or some notion of regret can be used in the measure of net benefits 44, 45. It is not necessary to take a position on the appropriate social welfare function, different definitions of need, the normative content of expected utility theory, or the best way to incorporate important and legitimised equity concerns (although it is worth noting that they will all have implications for the measures of outcome and the design of studies not just their interpretation) only to note that these issues do not change the fundamental point that inference is irrelevant and the decisions must still be based on either the mean or median of the distribution. Whatever view is taken, confidence intervals, p values and levels of significance still remain entirely irrelevant to the decision.
The decision to acquire additional information

The distribution of net benefits is entirely irrelevant to the choice between mutually exclusive alternatives, which (given existing information) should be based on the mean. The distribution of net benefits is only relevant to the decision of whether to collect more information about $t_i$ and $t_j$ to inform this treatment choice now and in the future. To illustrate this decision making approach a fixed sample design is taken where all the sample information will be available at the end of any trial, and any sample information will take some time to acquire. This means that there will be a sequence of decisions: making an initial treatment decision (based on prior information); deciding to gather evidence; revising decisions in the light of this new information (based on the posterior mean), and again considering whether more information is required (based on the new prior mean). The approach can distinguish the simultaneous but conceptually separate steps of deciding which alternatives should be chosen, given existing information, from the question of whether more information should be acquired. It mirrors the sequential nature of decision making and ensures that the type of information acquired (research) is driven by the objectives of the health care system and is valued in a way which is consistent with the budget constraints on service provision. This is illustrated using the same numerical examples discussed above. For comparability we assume that the original prior was uninformative in which case the sample means in figure 1 and 2 are also posterior means and the sample variances (in tables 1 and 2) are also the posterior variances. However once a treatment choice has been made based on existing information we must consider whether to acquire more information by collecting additional sample information (another trial). The posterior (sample) mean and variance from the original trial become the prior mean and variance when facing the next choice in this sequence of decisions.

The Expected Value of Perfect Information

The treatment decision is uncertain because net benefits are stochastic. The expected cost of this uncertainty will be determined by the probability that a decision based on mean net benefit will be wrong and the opportunity loss if the wrong decision is made. The expected opportunity loss (EOL) is the expected cost of uncertainty surrounding the treatment decision when it is based on existing (prior) information. It can also be interpreted as the expected value of perfect information (EVPI), since perfect information (an infinite sample) would eliminate the possibility of making the wrong decision.

\[
6a \quad EVPI = \frac{2}{x} \sigma_o \int L(D_o), \quad \text{where} \quad D_o = \frac{\mu_o - \mu_j}{\sigma_o}
\]

\[
L(D_o) = \text{unit normal loss integral for } D_o
\]

The probability that the decision will be wrong is determined by the distance of the prior mean incremental net benefits of $t_i$ ($\mu_i$) from the point of indifference between $t_i$ and $t_j$ (where $\mu_i = \mu_j = 0$) and the prior distribution of $\mu_i$ ($\text{Var}(\mu_i) = \sigma_i^2$). The opportunity cost (loss) if the decision is wrong can be established using a loss function where opportunity loss is simply the difference in net benefit between the best choice and the choice actually made (and will be minimised when decisions are based on the mean net benefits). The prior incremental net benefit of $t_i$ can be expressed in monetary terms as $k_i \cdot \mu_i$ (where $k_i = 1/g$) and the prior incremental net benefit of $t_j$ can be expressed in money terms as $k_j \cdot \mu_j$ (where $k_j = 1/g$). The slope of the loss function is therefore $|k_i - k_j| = 2/g$ and represents the value placed on opportunity losses when they are incurred.

The EVPI is the maximum value that can be placed on additional information to inform treatment choice for an individual patient. However any information acquired will be non rival and can be used to inform the treatment decision for all eligible patients entering the same clinical decision problem now and in the future. Given an estimate of the incidence of patients entering this problem ($I$) in each period ($t$) we can establish the EVPI for a population:

\[
6b \quad EVPI = \sum_{t=1}^{T} \frac{I_t}{(1+r)^t}
\]

In the examples discussed earlier we assumed 2,000 patients entering each year over ten years at a discount rate ($r$) of 6%. The EVPI for these two examples over a range of values of $1/g$ is illustrated in figure 3. In example 2, where
the incremental net benefit was not regarded as significant, the EVPI is much higher (£643,194 when 1/g=c700) than in example 1 where it was (£46,570 when 1/g=c400). The difference between example 1 and 2 is not the decision about which treatment to adopt but the value of acquiring more information to inform this decision in the future. Since the EVPI represents the maximum value of additional information (clinical research) it can be used to eliminate proposed research were the estimated costs exceed these maximum benefits. In these examples if the fixed cost of clinical research was estimated to be £50,000 then we would not wish to acquire more information in example 1 but additional sample information is potentially cost-effective in example 2. The EVPI for both examples is closely related to the shadow price of the budget constraint. In both cases the EVPI reaches a maximum when 1/g is equal to the prior incremental cost effectiveness ratio or where η0=η1=0. At this point the decision maker would be indifferent between t0 and t1 and the chance that the decision based on the prior mean will be wrong reaches a maximum. When 1/g is greater than the prior incremental CER any increase in its value will increase the value placed on opportunity losses when they occur but will also reduce the probability of incurring opportunity losses because |η0-η1| will increase. In these examples the latter offsets the former but this need not be the case and will depend on the strength of prior information. 

The Expected Net Benefits of Sample Information (fixed sample allocation)

The EVPI provides a necessary but not sufficient condition for choosing to acquire more sample information. To decide whether acquiring additional information will be efficient it is necessary to establish the marginal benefit and the marginal cost of sampling. The benefit of additional sample information is the reduction in the cost of uncertainty surrounding the treatment decision. For an individual patient the expected benefits of a sample (n) allocated between the experimental (n0) and control arm (n-n0) of the trial can be expressed as the expected value of sample information (EVSI[n0,n2]). Initially we assume a fixed and equal allocation of the sample to experimental and control (n0 = n/2) 

\[ EVSI[n, n_2] = \frac{2}{g} \sqrt{V[n, n_2]} \cdot \sigma_0 \cdot L(D[n, n_2]) \]

where \( D[n, n_2] = \frac{|\eta_0 - \eta_1|}{\sigma_0 \sqrt{V[n, n_2]}} \)

\( V[n, n_2] = \frac{\sigma_0^2}{\sigma_0^2 + \frac{\sigma_2^2}{n_2} + \frac{\sigma_1^2}{n_2}} \)

Where \( \sigma_0^2 \) and \( \sigma_1^2 \) are the variances of the net benefit of t0 and t1 respectively (from table 1 and 2). What is clear from 6a is that as the sample becomes very large \( \sqrt{V[n, n_2]} \) tends to 1 and the EVSI approaches the EVPI, confirming the interpretation of the EVPI and the characterisation of the benefits of sampling. The EVSI in 7a represents the benefit of sample information to one individual patient but this information can be used to inform the treatment decision for the population of current and future patients.

\[ EVSI[n, n_2] = \sum_{t=1}^{k} \frac{(I_t - n)}{(1+t)} \]

The population of current and future patients is also the population from which the sample will be drawn. Those who participate in the trial will not be able to benefit from the information generated by the research because they will have already been treated. Increasing the sample size provides more information for future patients who do not participate in the trial but it also “uses up” those who would otherwise be able to benefit from the sample information (an opportunity cost of increasing sample size). We are concerned with the benefits of information to the population of current and future patients and do not explicitly model the expected costs and benefits to individual trial entrants. This issue of “individual ethical concerns” is appropriately left for those who are responsible for the ethical approval of trials, however this approach will allow us to establish the opportunity cost to “collective ethics” of holding particular ethical concerns for trial entrants (if ethical approval is given and informed patients agree to participate in the trial then presumably there is “individual equipoise”).

The marginal cost of additional sample information will include the additional treatment cost compared to current practice (C2-C1) plus any marginal reporting costs (C3). The cost of a sample (C4) of n with n0 allocated to the experimental arm and n-n0 allocated to control (current practice) and excluding any fixed cost is given by 7c.
\[ 7c \quad C_{(n\text{i}, n\text{ii})} = (C_{c} - C_{t}) \cdot n_{\text{ii}} + C_{t} \cdot n_{\text{i}} \]

The difference between the expected benefits of sample information and the cost of the sample is the expected net benefit of sample information (ENBS\(n, n_{\text{ii}}\)).

\[ 7d \quad \text{ENBS}(n, n_{\text{ii}}) = \text{EVS}(n, n_{\text{ii}}) - C_{t}(n, n_{\text{ii}}) \]

The technically efficient scale of this research will be where the ENBS in 7d is positive and reaches a maximum (fixed cost have no effect on the optimal scale). At this point sample size is optimal and if the ENBS exceeds any fixed cost then it will efficient to conduct the research at this technically efficient scale. This is the necessary and sufficient condition for deciding to acquire more information to inform the treatment decision. The ENBS, the EVS, and the Cs are illustrated in figures 4a and 4b for example 2 and example 1 respectively. It is not worth acquiring more sample information in both cases (ENBS\(n, n_{\text{ii}} > 0 \forall n\)) and the treatment decision for current and future patients should be based on the prior (original sample) mean. However it is also clear that the benefit of sample information is considerably higher for example 2 where the incremental net benefit was not regarded as significant, (£194.949 when 1/g=£700 and n=500) than in example 1 where it was (£4,136 when 1/g=£400 and n=500). Once again this demonstrates that the difference between example 1 and 2 is not the decision about which treatment to adopt but the value of acquiring more information to inform this decision in the future.

**The Expected Net Benefits of Sample Information (optimal sample allocation)**

This approach has imposed a fixed and equal allocation of the sample between the two arms of the trial \[ 50 \]. This is an entirely arbitrary rule and takes no account of the marginal benefit or the marginal cost of allocating a trial entrant to the control or experimental arm. The same numerical examples demonstrate that if arbitrary fixed allocation rules are used then the research design will be technically inefficient, the value of sample information will be underestimated and there will be a danger that cost-effective research proposals may be rejected.

The equal allocation of patients between experimental and control arms of a trial is often used and is implicitly justified by assuming that the variance of the outcome of interest for the control arm of the trial is the same as the experimental arm, so that the marginal benefits (reduction in sample variance) of assigning an additional trial entrant to either arm of the trial will be the same \[ 31, 49 \]. However there is little justification for this rule of precedent and whether a trial entrant should be allocated to a particular arm of a trial should be determined by the marginal benefits of assigning the patient to that arm (the variance of the net benefits of that arm) and the marginal costs of assigning the patient to that arm (the additional treatment costs).

There is a body of literature which considers the optimal allocation of trial entrants in sequential clinical trials were the results of the trial accumulate over time and can be used to assign entrants to the different arms \[ 33 \]. An example of this type of approach is Better's "play the winner rule" where patients are assigned to the arm of the trial which appears to be most effective given the accumulated trial results \[ 50, 51 \]. This approach and others addressing the same problem \[ 32, 34 \] do not consider the marginal cost of sampling and tend to focus on minimising the potential health cost to individuals enrolled in the trial by establishing allocation rules which minimise the number of individuals enrolled in the less effective arm to achieve a specified power and level of significance. They are not concerned with the explicit valuation of sample information for current and future patients \[ 55, 56 \] and are primarily concerned with sequential clinical trials were the accumulated results from earlier participants are available and are used to allocate those entering the trial. Here we address a more fundamental problem of efficient allocation in a fixed sample design where sample information is only available at the end of the trial so the value of sample information, optimal sample size and the allocation of patients must be established before any sample information is available.

To establish the optimal sample allocation an estimate of the ENBS\(n, n_{\text{ii}}\) is required for every feasible allocation of each sample considered. In this example the variance of the control and experimental arms are equal so the marginal benefits of allocating a trial entrant to either \(t_{c}\) or \(t_{e}\) will be the same. However the marginal cost of allocating an entrant to the experimental arm \(C_{(n \text{ii})}\) includes the incremental cost of the new treatment and the marginal reporting cost

\[ 8a \quad C_{(n \text{ii})} = (C_{c} - C_{t}) \cdot n_{\text{ii}} + C_{t} \cdot n_{\text{i}} \]

This will be higher than the marginal cost of allocating the entrant to control \(C_{(n \text{i})}\) or current practice (assuming \(C_{t}\) -
\[ C_{n(n)} = C_{c}(n-n_{0}) \]

In these circumstances a smaller proportion of the sample will be allocated to the experimental arm which will reduce (increase) the marginal benefits of allocating an entrant to the control arm (experimental arm). The optimal allocation will be where the marginal net benefit is equalised across both arms of the trial or where the ENBSn[0, n_{0}] reaches a maximum (ENBSn[0, n_{0}]*) for each sample size. This optimal contingent allocation is illustrated in Table 3 (for example 2) where the possible sample sizes considered are represented by each row, the feasible allocation to \( t_{2} \) is represented by the columns and the payoffs (ENBSn, n_{0}) are in the main body of the table. The optimal allocation of each sample is the row maximum, and the optimal contingent allocations (n_{0}*) and associated payoff (ENBSn, n_{0}*) are illustrated in the right hand columns.

The optimal contingent allocation of the sample is illustrated for example 2 in figure 5a. The higher marginal cost of allocating the sample to \( t_{0} \) means that the optimal allocation to the experimental arm is always less than with an equal allocation rule. Indeed when the sample size is less then 380 no sample is allocated to the experimental arm because the ENBSn, n_{0} < 0 \( \forall n \geq 380 \). However when \( n > 380 \) a proportion of the sample is allocated to \( t_{2} \). This proportion falls with sample size because as the sample size increases the marginal benefit of sample information falls and any differences in the marginal benefit of assigning an entrant to either \( t_{0} \) or \( t_{1} \) (due to in this case to unequal allocation) will become less significant but the differences in the marginal cost of sampling remains constant. This means that the optimal allocation will change with sample size and a smaller proportion will be allocated to the more costly arm of the trial as sample size increases.

Once the ENBS for each sample size (given that it will be allocated optimally between \( t_{0} \) and \( t_{1} \)) is established, the optimal sample size will be where the ENBSn[0, n_{0}]* reaches a maximum. If this is positive and greater than the fixed cost of the research then it will be efficient to acquire more sample information to inform this treatment decision. In Example 1 where the value of sample information was lower (see figure 3 and figure 4b), n_{0}*=0, the ENBSn[0, n_{0}]* < 0 \( \forall n \) and it is not efficient to gather more information to inform the treatment decision. In example 2 when the fixed allocation rule was imposed the ENBS[0] (see figure 4a) but once an optimal sample allocation is adopted the optimal sample size is n*=1,050 with n_{0}*=161 allocated to the experimental arm of the trial (see figure 5b). The ENBSn[*, n_{0}]* at this technically efficient scale of research is £22,812 and it will now be efficient to acquire this sample information if this exceeds the fixed costs of the research. Once this research has been conducted then the treatment decision can be revised in the light of the new sample information but should still be based on the posterior mean net benefit which is a weighted average of the prior and sample means with the weights representing the informational content of each.

\[ \eta_{1} = \frac{1}{\sigma_{0}^{2}} \frac{1}{\sigma_{0}^{2}} \eta_{1} + \eta_{2} \]

In this example the prior mean is 0.5714 and the prior decision is to choose \( t_{0} \). Following the proposed trial a sample mean incremental net benefit for \( t_{2} \) of less than -0.4192 (the critical value of the sample mean \( \eta_{1}^{*} \)) would need to be observed before this prior decision should be reversed because this would generate a posterior mean of less than zero. Once the treatment decision has been revised in this way decision makers must consider whether more sample information should be acquired if circumstances change (for example if the budget for service provision and log increases). The prior variance of the mean net benefit for this future decision will be the posterior variance \( \sigma^{2} \) following this trial, which is a combination of the initial prior and sample variance \( \sigma^{2} \) (and will be some fraction of both) \( \rho \).

Sample information will take some time to acquire and the time required will depend on the size of the sample relative to the eligible population. In this example n*=1,050 which suggests that the trial would take over 6 months even if all patients were enrolled in the trial as they presented (assuming constant rate over presentations over the year). If not all eligible patients participate then the treatment decision while the trial is being conducted should be based on the prior net benefits, which in this case indicates that the treatment should be changed from \( t_{0} \) which was current practice to the new treatment \( t_{2} \). This decision may be reversed when the results of the new trial are available because there is a chance that the sample mean will be less than its critical value and the treatment decision will be switched back from \( t_{0} \) to \( t_{1} \). If there are costs associated with treatment \( t_{2} \) which will become sunk if
treatment is switched to \( t_i \) then there will be a reluctance to base the current treatment decision on the prior mean when it is also decided to collect more sample information \( \mu \). These costs can be incorporated in the decision rule explicitly by establishing the probability that the prior decision will change following the trial results. In this example it will be the probability that the sample mean from the trial will be less than its critical value (\( p(\eta_a < \eta_n^*) \)).

\[
10a \quad H_0: \eta = \eta_0 \rightleftharpoons p(\eta_n < \eta_0) = p(Z > \frac{\eta_n - \eta_0}{\sigma_n}) = \frac{\sigma_n^2}{\sigma_n^2} \sqrt{n^* - n}^2
\]

Since this treatment choice must be made before any other sample information is available the null is that the sample mean will be less than the prior mean with a sample variance of \( (\sigma_n^2) \). Given an estimate of the costs which will be sunk if the treatment decision is switched from current practice to the new treatment \( (S_{o0}) \) the prior treatment decision will now be to choose \( t_i \) if the expected benefits to the population of patients not enrolled in the trial \( (1-t_0) \), for the duration of the trial \( (S \leq \tau) \), is greater than the expected costs:

\[
10b \quad \eta_n \leq \frac{\sum_{i=1}^{s} (1-r_i)}{(1+r)^2} \cdot p(\eta_n < \eta_n^*) \cdot e_{S(o2)} > 0 \quad \text{or} \quad \eta_n > \frac{\sum_{i=1}^{s} (1-r_i)}{(1+r)^2} \cdot \frac{1}{e_{p(\eta_n < \eta_n^*)}}
\]

In this numerical example \( p(\eta_n < \eta_n^*) = 0.009123 \) and assuming that the trial would take one year with 950 patients not participating the maximum costs which could be sunk in switching from \( t_i \) to \( t_i \) is approximately £14.6 million. The total treatment cost for these patients (and the maximum possible sunk cost) will be £1.9 million therefore the treatment decision should be to switch from \( t_i \) to \( t_i \) while the trial is being conducted. The decision may be revised and switch back to \( t_i \) if the sample (posterior) mean is less than the critical value (zero) when this is completed.

These numerical examples have demonstrated that adopting arbitrary sample allocation rules even in a fixed sample design will lead to a technically inefficient scale of research; the expected net benefit of sample information will be underestimated, and there will be a danger that cost-effective research will be rejected. These examples also demonstrate once again that inference is irrelevant to the treatment decision. The difference between example 1 and 2 is not the treatment decision but the decision to acquire more information. The distribution of the incremental net benefits is only relevant to the decision of whether more information should be acquired to inform treatment choice: a decision which should be based on the posterior mean net benefit.

### Discussion

The approach outlined above demonstrates that a decision making approach to the stochastic evaluation of health care technologies is both necessary and feasible. Decisions should be based on the mean net benefit irrespective of whether differences are statistically significant or fall outside a Bayesian range of equivalence. The distribution of the incremental net benefits is relevant in deciding whether it is worth collecting more information about the decision problem to reduce the expected costs of basing decisions on the existing estimates of the mean net benefit. This framework for decision making can distinguish the simultaneous but conceptually separate steps of deciding which alternatives should be chosen, given existing information, from the question of whether more information should be acquired. It mirrors the sequential nature of decision making: making an initial decision, deciding to gather evidence, revising decisions in the light of this new information, and again considering whether more information is required. It also ensures that the type of information acquired (research) is driven by the objectives of the health care system and is valued in a way which is consistent with the budget constraint on service provision. Indeed inference, whether based on Bayesian ranges of equivalence of on classical frequentist tail area probabilities, is redundant because it is inconsistent with the objectives of any coherent health care system.

This approach to the value of information means that clinical research can be designed and research priorities can be set in a way which is consistent with the objectives of service provision and the budget constraint faced by clinicians. Although treatment decisions should be based only on the mean net benefit, irrespective of their distribution, the approach does not necessarily imply that small clinical trials will be acceptable or that the treatment decisions can be based on poor quality evidence. Indeed in some circumstances (where the prior mean incremental net benefit is close to zero with large variance, the marginal costs of sampling is low, the value of 19/g is high and the incidence of
patients entering the decision problems is also high) very large trials, as large or possibly even larger than those
demanded by Collins, Peto, Gray, Parish (1995) 24, may well be efficient. The point is that the amount of
information which should be acquired (whether through clinical trials or econometric studies of observational data
which adjust for selection bias 79.60) is an empirical rather than an ideological question. The technically efficient
scale of research will differ across different clinical decision problems, different budgets and alternative judgements
about the objective of a health care system.

This also has implications for the regulation of new health care technologies. Clearly a regulatory framework which
demands arbitrary clinical improvements at 5% significance and 80% power imposes substantial opportunity costs.
Indeed the regulation of new pharmaceuticals may well demand evidence which is not necessarily relevant to the
objectives of the health care system: distorting the licensing of new technologies and research and development
priorities. A rational approach to regulation based on an assessment the value of additional information would be
consistent with the objectives and the budget for service provision. Efficient regulation would demand more
information for some new technologies as compared to others. Similarly efficient regulation would require different
information for the same new technology under different budgetary regimes. This is not to argue that regulation and
the quality of evidence should be relaxed but to suggest that regulators should ask if it is efficient to gather more
information about a new technology before it is licenced. In some circumstances the value of information and the
technically efficient scale of research will be relatively large (outlined above) and much more information than
currently demanded may be required. However in other circumstances, such as a new technology with good prior
evidence of substantial net benefits and a relatively small population of eligible patients, the value of information
will be lower and the efficient scale of research will also be lower. The current system of demanding the same
evidence (often only about efficacy rather than effectiveness and efficiency) irrespective of the issues discussed
above clearly cannot be efficient and the consequences of arbitrary regulation will be distorted research and
development priorities and distorted licencing decisions which will impose costs on current and future patients.

However whatever view is taken about these policy issues when it comes to informing decisions which cannot be
defered classical frequentist statistical inference is entirely bankrupt and only remains standing by virtue of its
longevity. Surely it is time to adopt an approach which addresses the decisions which must be made and which
economic or indeed clinical evaluation claims to inform. The opportunity costs of continuing to make decisions
based on the arcane and arbitrary rules of inference are very real and can be measured in terms of resources or life
years forgone.
It has been suggested that average cost-effectiveness ratios can be used to compare non-mutually exclusive programmes, however the appropriate ratios to compare across programmes are the relevant incremental ratios generated by comparing the mutually exclusive options within each programme. If this involves a comparison with a do nothing option then this is still an incremental ratio where one alternative happens to have zero costs but not necessarily zero expected health outcome.

Without this information neither CEA nor CUA can address allocative efficiency and can only make statements about technical efficiency in the case of dominance. The view that CEA can only address technical efficiency but CUA can address allocative efficiency is clearly false: once the shadow price of the budget constraint has been established both can address allocative efficiency. The only difference between the two is in terms of the dimensions of health outcome deemed relevant (a normative judgement of a social decision maker in the social decision making or extra-welfarist approach). Establishing a value of $g$ is particularly important in sequential clinical decision problems. For example in a test-treatment decision problem a contingent treatment decision must be made before the incremental cost-effectiveness ratio for the initial diagnostic decision can be established and the explicit monetary valuation of health outcome can not be avoided even before the evaluative study has been designed and the alternatives which are regarded as relevant have been identified.

Clearly the net benefits measured in terms of health outcome will not be the same because the value placed on health outcome differs in these two situations. We could construct an example where the net benefits were the same in terms of health outcome but then the net benefits measured in money terms would not be equal.

If the budget is variable then it has been suggested that a fixed price should be adopted which may be based on the views of social decision makers or the preferences of different groups of potential patients (Johannesson and Karlsson 1997) which in certain circumstances will be equivalent to a Pareto approach which elicits individual willingness to pay (Gunter and Phelps 1997). If the budget is fixed by some bureaucratic or political process then the value of $g$ will be the shadow price of the budget constraint which, given information about each health care programme currently undertaken (and for each possible scale of each programme) can be found by solving the dual in a linear programme where the objective of the primal is to maximise health gain subject to the budget constraint (Stinnet and Palbiel 1996, Stinnet and Palbitel 1997). Clearly which budget is considered fixed (whether it is the national budget for all health care or for particular patient groups, broad clinical areas, specialist geographical areas, or particular service providers or purchasers) will be determined by the perspective of the evaluation in an extra-welfarist approach. In the absence of full information a second best rule is to compare the new technology to some programme which are currently funded within the budget that is regarded as fixed and relevant to the decision makers perspective. If the CER is lower than any one of these programmes then this is a necessary and sufficient condition to establish its cost-effectiveness. Finding that the CER of the new technology is greater than the CER's of the comparator programmes is a necessary but not sufficient condition for concluding that the new technology is not cost effective because a less cost-effective programme may exist and be currently funded within the budget. Also if we wish to establish whether a new technology will be cost-effective in the future then some predictions about the growth in the budget will be required as well as information on the expected cost inflation of existing programmes and the cost-effectiveness of future technologies which will be competing for funding. Finally the value of $g$ will be specific to the measure of health outcome that is deemed to be appropriate, whether this is single dimensional clinical measure of effectiveness, an index of health related quality of life, or some measure of utility. These observations simply reinforce the view that this crucial parameter should be explicitly established and not left to the intuitive judgement of decision makers.

For comparability between section 2 and 3 we assume that the original prior was uninformative in which case the sample means illustrated in figure 1 and 2 are also posterior means and the sample variance is also the posterior variance (see 9) and footnotes 11 and 12.

The current regulation of pharmaceuticals places great emphasis on avoiding rare but catastrophic events for example the small relative risk of thrombosis with the third generation oral contraceptives. It suggests an overriding (above risk aversion) concern not to "do harm". These preferences for safety can be explicitly reflected in the mean net benefit if the outcome of the catastrophic event is given sufficient weight.

This approach is easily generalisable to sequential trials. If the result of the trial accumulates then the treatment decision can be revised after each result and the decision to continue to collect information can also be made after each result. In a sequential trial can keep running the trial until we are satisfied to make the treatment decision based on the posterior mean. However this does not mean that no more trials would be conducted in the future if the budget for service provision changes then 1/g will either increase or decrease it may be worth acquiring more information to inform the decision in new circumstances.

Since the original prior is assumed to be uninformative $c^j = \text{Var}(\eta|\theta)$ in 4s (see 9 and footnotes 11 and 12), and we assume that the original sample of 200 observations on $\eta$ was allocated equally with 200 entrants assigned to the experimental arm and 200 to the control arm of the trial.

It should be noted that the value of $g$ will determine the slope of the loss function but it will also influence $\sigma_0$ and $\eta_0$. The intuition that if the budget is relaxed and society is willing to pay more for health outcome then the value of information will increase is not necessarily true for a particular clinical decision problem. Although if initially $\eta_0 < 0$ then the value of information will unambiguously rise with 1/g because the effect on the loss function and on $\eta_0$ will work in the same direction (see Claxton and Posnett 1996, and Claxton 1997).

Clearly there are circumstances such as a recurrent disease (non curative treatment) when individual patients will present for treatment at some later date following participation and treatment in a trial. In this situation the population that can benefit from the results of the clinical trial includes all the expected presentations which may include the same individuals entering the decision problem a number of times. This does not pose a problem for this approach as it simply means that the population of current and future patients will be larger once repeated presentation is taken into account.

Before sample information is available and when $\eta_0 > \eta_1 = 0$ the clinician should select $t_i$ based on the prior mean, but once sample information is available the clinician should change this prior decision and select $t_i$ if $\eta_0 < 0$. The critical value of the sample mean ($\eta_0$) is the sample mean which generates a posterior mean that changes the prior decision. This can be found by setting $\eta_0 = 0$ and $\eta_0 = \eta_0$ in 9 and rearranging:

$$\eta_0 = \frac{(t_i - \bar{L} \eta_0 - \bar{L} \eta_0)}{\bar{L}}$$

If the sample mean is less than this critical value ($\eta_0 < \eta_0$) the posterior mean will be less than zero and the clinician should select $t_i$, but when ($\eta_0 > \eta_0$) the posterior mean is greater than zero and the clinician should select $t_i$. 

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
The prior variance of the mean net benefit for this future decision will be the posterior variance ($\sigma^2_\text{p}$) following this earlier trial. The posterior variance is a combination of the initial prior and sample variance ($\sigma^2_0$) and will be some fraction of both the prior and sample variance.

$$\sigma^2_\text{p} = \frac{\sigma^2_0}{\sigma^2_0 + \sigma^2_s} \sigma^2_s \quad \forall \quad \sigma^2_\text{p} = \frac{\sigma^2_s}{\sigma^2_0 + \sigma^2_s} \sigma^2_s$$

If there are no sunk costs associated with switching between treatments then changes in treatment choice over time would simply reflect that fact that treatment decisions are based on the best available evidence of efficiency at that time. Clearly as the evidence accumulates the efficient treatment choice may well change as the best available evidence changes.
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Figure 2  Incremental Net Benefit and Confidence Limits (Example 2)

Figure 3  The Expected Value of Perfect Information (Examples 1 and 2)
Figure 4a  ENBS, EVSI and Cs with Equal Sample Allocation (Example 2)

Figure 4b  ENBS, EVSI and Cs with Equal Sample Allocation (Example 1)
### Table 1: Example 1 (1/g=£400, n=200, σₚᵢ=0)

<table>
<thead>
<tr>
<th></th>
<th>Sample Mean</th>
<th>Variance</th>
<th>Sample Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>U₃</td>
<td>10</td>
<td>24</td>
<td>0.12</td>
</tr>
<tr>
<td>U₂</td>
<td>8</td>
<td>24</td>
<td>0.12</td>
</tr>
<tr>
<td>U₃ - U₂</td>
<td>2</td>
<td>48</td>
<td>0.24</td>
</tr>
<tr>
<td>C₁</td>
<td>£1,400</td>
<td>3000</td>
<td>15</td>
</tr>
<tr>
<td>C₂</td>
<td>£1,000</td>
<td>2000</td>
<td>15</td>
</tr>
<tr>
<td>C₁ - C₂</td>
<td>£400</td>
<td>6000</td>
<td>30</td>
</tr>
<tr>
<td>n</td>
<td>1</td>
<td>48,0375</td>
<td>0.2401875</td>
</tr>
<tr>
<td>μ</td>
<td>£409</td>
<td>7686000</td>
<td>39430</td>
</tr>
<tr>
<td>ICER</td>
<td>£200</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Example 2 (1/g=£700, n=200, σₚᵢ=0)

<table>
<thead>
<tr>
<th></th>
<th>Sample Mean</th>
<th>Variance</th>
<th>Sample Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>U₃</td>
<td>10</td>
<td>24</td>
<td>0.12</td>
</tr>
<tr>
<td>U₂</td>
<td>8</td>
<td>24</td>
<td>0.12</td>
</tr>
<tr>
<td>U₃ - U₂</td>
<td>2</td>
<td>48</td>
<td>0.24</td>
</tr>
<tr>
<td>C₁</td>
<td>£2,000</td>
<td>3000</td>
<td>15</td>
</tr>
<tr>
<td>C₂</td>
<td>£1,000</td>
<td>3000</td>
<td>15</td>
</tr>
<tr>
<td>C₁ - C₂</td>
<td>£400</td>
<td>6000</td>
<td>30</td>
</tr>
<tr>
<td>n</td>
<td>0.574275</td>
<td>48,0375</td>
<td>0.2401875</td>
</tr>
<tr>
<td>μ</td>
<td>£400</td>
<td>7686000</td>
<td>39430</td>
</tr>
<tr>
<td>ICER</td>
<td>£500</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Optimal Contingent Allocation (Example 2, 1/g=£700)

<table>
<thead>
<tr>
<th>n</th>
<th>( \mathcal{A}_k )</th>
<th>Payoff = ENBS ( \mu \mathcal{A}_k )</th>
<th>Sample Allocation to ( i_2 ) (( n_2 = \mathcal{A}_k ) allocated to ( i_2 ))</th>
<th>Maximum profit and optimal allocation (( \mathcal{A}_k ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-0.000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-22.040</td>
<td>-22.040</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>-22.000</td>
<td>-22.000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-22.000</td>
<td>-22.000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>-22.000</td>
<td>-22.000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-22.000</td>
<td>-22.000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>-22.000</td>
<td>-22.000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>-22.140</td>
<td>-22.140</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>-22.140</td>
<td>-22.140</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>-22.200</td>
<td>-22.200</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100</td>
<td>-22.900</td>
<td>-22.900</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>101</td>
<td>-22.900</td>
<td>-22.900</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>